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Abstract

It has almost become a tradition for Bangladeshi students to join coaching centers
before exams only to take part in Multiple Choice Question model tests. Since these
coaching centers charge a substantial amount of fees for these MC(Q exams, stu-
dents not only waste their money but also their valuable time attending them. This
widespread practice of pre-exam testing is specially noticeable in Bengali medium
students. However, there has not been much research done in this regard to solve
this issue. Our paper aims at solving this problem by developing a system that will
not only automatically generate MCQs but also be able to predict the answers of in-
putted MCQs. The proposed framework in this paper incorporates natural language
processing (NLP) functions for extracting and cleaning academic Bengali textual
data from NCTB verified text books and utilizes a hybrid form of Graph-based Re-
trieval Augmented Generation (GraphRAG) to produce appropriate multiple choice
questions along with the capability to predict answer of a given MCQ. This would
support Bengali medium SSC candidates in designing their own MCQ model tests.
Our research result demonstrates the demand for high-quality Bengali embedding
models as well as provides implementation strategies for any future RAG-based
automated educational tool designed for Bengali language. The MCQ generation
framework developed by our team, would be able to provide teachers and students
with numerous practice MCQs whereas the answer prediction pipeline, could help
students study more efficiently. Integration of our system can lead towards effective
learning environments in Bengali medium institutions.

Keywords: Secondary School Certificate; Automatic MCQ Question Generation;
Natural Language Processing; Bangla Text Processing; NCTB; Retrieval Augmented
Generation (RAG); GraphRAG; Answer Extraction.
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Chapter 1

Introduction

In Bangladesh, students are bound to sit for the Secondary School Certificate (SSC)
examination at the end of their 10th grade. It is a high stake, public examina-
tion where multiple choice questions (MCQs) usually carry around 40% of the total
marks. However, in Bengali medium education system, students often have limited
cheap or free high quality resources for unlimited practice of MCQs. As a result,
this forces the students to join expensive coaching institutes, which provide pre-
exam mock tests. In addition to the financial cost, this process consumes a huge
amount of time and energy of the students during a very important stage in their
academic lives.

The current state of research in terms of automatic MCQs generation, heavily skew
towards English based curriculum, which creates a considerable research gap for
the Bengali medium students. Moreover, the available structure of Bengali text-
books, which are frequently only accessible as scanned PDFs, further complicates
the task - since it creates the necessity for the use of strong text extracting pipelines.
To overcome these, we have built a system which will extract and clean semanti-
cally sound text content from the textbooks assigned by National Curriculum and
Textbook Board (NCTB), construct knowledge graphs and offer a hybrid Retrieval
Augmented Generation (RAG) framework to produce high quality multiple choice
questions. An useful feature of our system is that it can predict answers from MCQs
inputted by the students as well.

Our system provides a variety of advantages to the SSC candidates. They will be
able to generate an unlimited amount of practice MCQs directly from any chapter,
create custom test sets by topic and have immediate validation of answers. More-
over, teachers can also take advantage of this system to evaluate MCQ script more
efficiently. In addition to its direct use as an SSC preparation tool, the system
demonstrates a blueprint of a scalable, intelligent MCQ generation system with an-
swer extraction feature, in low resourced languages like Bengali, opening the way to
more effective educational technology.

1.1 Research Statement

Our research establishes automated pipelines for generating multiple choice ques-
tions for Bengali medium SSC level students and predicting the answers of their in-



put MCQs. By automating the entire process, this paper fills the gap of affordable,
high quality, curriculum-matched MCQ practice materials that the SSC candidates
are so desperately in need of. With all content based upon official NCTB declared
textbook materials, the system remains factual and relevant, providing students and
teachers with a flexible on-demand evaluation system.

1.2 Research Objectives

The objectives of this research are given below :

1. To deploy an advanced framework which produces good-quality MCQs containing
semantically appropriate distractors in Bengali language.

2. To provide a pipeline capable of predicting the answers of the MCQs that are
given as inputs.

3. To create a pipeline capable of creating and traversing knowledge graphs from a
given text book.

4.To provide a complete analysis of current NLP approaches applied to automatic

MCQ production field.

5.To explore and implement a hybrid graph-based approach which enhances the re-
trieval quality of RAG based systems.

6. To analyze the transformer architecture based embedding models specially de-
signed for Bengali language.

7. To study OCR technologies through a comparative evaluation of its performance
for academic text extraction from scanned PDFs.

8. To develop metrics capable of evaluating the generated MCQs of our framework
and show their effectiveness.

9. To perform a comparative analysis of three LLMs’ performances in generating
quality MCQs.

1.3 Report Structure

This document presents an overview of why the topic matters while addressing our
research statement and objectives in the "Introduction” chapter. The next chapter,
"Literature Review”, provides an in-depth summary of the research papers we found
to be relevant with our topic, by explaining their goals, datasets, technologies and
evaluation approaches. The "Data” chapter contains complete data description and
explanatory data statistics regarding the entire research project. In the "Models”
section of our "Methodology”, we have discussed each of the models involved in our
pipeline development process in great detail. The in depth details about the pipelines
for MCQ generation, answer prediction and knowledge graph creation can be found



in the "Framework” section of the same chapter. In the next chapter, "Results”,
we have presented the description of our developed metrics capable of evaluating
MCQs generated by our system and showed our evaluation data for both MCQ
generation and answer prediction pipelines. Later in "Result Analysis”chapter, we
have analyzed our evaluation outcomes for individual stages of our pipelines. Our
paper details a complete step by step workflow for our research in chapter "Work
Plan”. This work finishes with a summary of essential research principles in the last
chapter followed by an evaluation of how an automatic MCQ generator system may
impact the users.



Chapter 2

Literature Review

For our background research, we used search terms like “NLP based automated
MCQ generator”, "Bengali transformer based model”, “Contextual distractor gen-
eration for MCQ” and “Multilingual automatic MCQ generation” across websites of
"Institute of Electrical and Electronics Engineers”, ’Google Scholar’ and "Semantic
Scholar” etc. Our research primarily focused on studies which were published fol-
lowing 2020 since we wanted to investigate contemporary technological frameworks.
We had initially collected about 50 papers and then thoroughly examined abstracts
and conclusion sections to perform our screening process. Twenty two papers were
shortlisted through this process as they directly addressed our research issue. Our
methodical selection process ensured that we selected only the newly published re-
sources with positive research findings to guide our research path.

2.1 Related Works

Text Extraction

Ray Smith introduced the Tesseract OCR engine framework along with its develop-
ment history in his presentation [31]. From 1984 to 1994, the HP engineering team
designed Tesseract as an answer to the printing limitations that restricted commer-
cial OCR solutions at that time. HP Labs Bristol researchers built the PhD engine
before integrating it into future HP scanning hardware. HP postponed opening
up Tesseract’s codebase although its performance exceeded that of similar systems
until 2005. The testing platform consisted of binary images with marked textual
regions to examine document scans at varying quality levels. Data from the UNLV
Annual Test of OCR Accuracy served to evaluate the system performance through
standardized tests in their benchmark role for OCR systems. The Tesseract engine
performed text detection through connected component analysis before executing its
two-pass recognition system with adaptive learning functionality. The engine built
a line detection system that kept tabs on both straight and bent or slanted lines.
The adaptive classifier implemented baseline/x height normalization features and
polygonal approximations as distinctive features compared to competitor systems.
The implemented technologies delivered better measurement results while boosting
text format detection abilities and maintaining operational stability. Initial tests
demonstrated that Tesseract outperformed commercial competitors through its ac-



curacy metrics. The assessment used character error rates and word error rates to
determine success outcomes. Tesseract achieved superior performance than current
OCR solutions in the 1995 UNLV benchmark tests through substantial word error
rate and character error rate reductions. Research results establish Tesseract as an
OCR platform which meets current industrial standards of accuracy yet preserves
its distinctive capabilities. The combination of the adaptive classifier with creative
architectural principles provided Tesseract with exceptional capability for processing
complex text recognition needs. The research shows Tesseract continues serving as
a central development foundation for OCR technology while HMM-based character
n-gram methods improve its accuracy.

Pipeline Insights

In their paper (2], Razia Marzia and Asheque Siddique presented a model that au-
tonomously generates multiple-choice options and answers from user-provided ques-
tion sources. The system addresses two phases in its goal by first creating three rele-
vant distractors for each input question followed by generating an entire experiment
set with multiple choice questions. Using their dataset, they implemented a corpus
system based on question setters to generate answer options for various questions.
Since their system lacks a standardized domain, it cannot process different forms of
Bengali text using a uniform logic. Acquiring the required corpus proved challeng-
ing because Bengali remains a language with inadequate textual resources. Model
development and system architecture followed a rule-based approach, although they
omitted some elements from the first Bengali automated question-answering sys-
tem, BFQA. The system accepts Bengali input queries for processing which includes
question analytics followed by word stemming and ranking and topic-based answer
extraction and distractors development. The second goal relies heavily on relevant
methods and processes to generate both answers and multiple-choice options from
the model’s output. For their system the functional development team opted to use
Oracle version 11g as a data storage component alongside Spring framework version
5.0.3 for middle tier development and ExtJs framework version 6.2.0.981 for build-
ing the user interface. The system performed more efficiently with domain-specific
text collections than with generic text databases. The system displayed poor per-
formance in crafting response choices for specific input query assessment although it
produced effective multiple choice question sets along with swift test execution. Pre-
cision along with recall and Fscore were the evaluation metrics the team employed
for model assessment. Answer extraction reached an 80% accuracy rate however
distractor generation succeeded at only 53% accuracy. Study findings will serve as a
base to unite DL, NN and ML systems toward performance optimization and future
applications advancement. The successful extraction of answers marks progress yet
developing effective distractors stands as the primary challenge to make high-quality
multiple-choice questions.

Another method of working with a Bengali corpus was investigated through the
scholarly work of Samina Tasnim Islam [3]. Three main objectives drove her inves-
tigation into developing an intelligent question-answering solution that recognizes
precise answers from user-generated questions in Bangla language. The paper en-
hanced question quality with natural language processing methods while measuring



performance with different metrics to conduct model comparisons with alternate
systems. The decision tree model used 444 stop words and 29 suffixes during pre-
processing to prepare the dataset. Decision tree classifier(C4.5) served to update
the training list for the measurement unit. Two attributes appeared in her dataset
including quantitative information and quantified statements. The decision tree
classifier determined what position the tree root should occupy. The system used
traditional NLP methods to extract answers from questions. The data preprocess-
ing started with cleaning data followed by stemming and keyword extraction. The
system used N-gram from keywords for its closest matching mechanism. Additional
semantic and lexical attributes helped determine targeted answer types within spe-
cific questions. The decision tree model provides an easy solution for working with
datasets directly in a system. The evaluative metric consisted of precision together
with recall as well as F-score while examining both performance quality and accu-
racy. The Case-Based Reasoning system implemented a rule-dependent approach
yielding precision rates at 36% while recall reached 66% and the F-score achieved
44%. The decision tree classifier produced higher performance than the rule-based
approach with precision at 42% |, recall at 84% and F-Score at 58%. Machine learn-
ing techniques improve answer accuracy to the point where they show potential
advantages against standard rule-based decision systems.

The authors Musale, Shafali, Meghana, Ishwari, and Bhujbal of the research [4] stud-
ied a different approach to automate multiple-choice question creation from text
input. Manual question generation required lengthy effort so the authors sought
to assist teaching personnel. Their system worked by finding keywords to produce
suitable questions alongside proper distractors. The article examined multiple MCQ
generation strategies to show existing missing points and built a simplified process
for making advanced MCQs. The researchers conducted their experiments on ed-
ucational papers from textbooks alongside educational content and research publi-
cations. The system transforms text documents into MCQs along with occasional
additional elements using UML and software engineering terminology. The sys-
tem operates by discarding superfluous text when it creates questions. The system
employed parts of speech tagging combined with syntactic parsing and ontology-
based approaches. The implementation methods adapted based on the types of
operations required. Parts of speech tagging enabled the researchers to discover
keywords. Standard syntactic parsers employed a methodology to convert sentences
into question structures. A rule-based system established the domain-fitted nature
of all questions. Each method was picked because it demonstrated both compe-
tency and effectiveness. The research presented no specific success metrics yet the
integrated system can be tested through question validity and user input combined
with content difficulty evaluations. The assessment relied on accurate distractors for
measuring success through established distractor accuracy standards. The system
received evaluation according to the quality of its syntactic question production.
The system achieved its target by generating high-quality MCQs yet more adjust-
ments would improve outcome quality.

Chidinma and Tkechukwu’s paper [6] introduced an NLP system that produces
multiple-choice questions for the Computer-Based Testing Examination (CBTE).
The researchers developed multiple choice questions with appropriate answers and



correct well-structured distractors that used textbook materials for teacher support.
Their research used multiple lecture materials of various sentence length. Teachers
manually identified keywords in order to establish evaluation criteria for the model
implementation. Information about sentence word length limits alongside sentence
count averages guided the preprocessing steps for all datasets. Using Term Fre-
quency and Inverse Document Frequency analysis, they determined term occurrence
frequency within documents to identify important terms that extracted keywords
from the text. With N-gram they analyzed sentence structures to produce questions
that maintained proper contextual validity. The study adopted Natural Language
Processing (NLP) techniques demonstrating successful implementation in contem-
porary scientific applications. The interface used Django as the main framework
while employing a high-level Python web framework during design. Through their
model they managed multiple NLP features including sentence tokenization and text
summarization alongside normalization and stemming to achieve high competency
in classification tasks. Noise removal needed the combination of term frequency
and Inverse Document Frequency measures while N-gram performed word normal-
ization. The model uses the weighted keyword as its focal point to replace it with
a dash before populating the distractor field with randomly selected elements from
extracted keywords. Research investigators performed model assessment by com-
paring automatically extracted keywords against teacher-supplied keywords. The
research team used precision and recall as their key evaluation methods to compare
extracted information with teacher-given key words and to measure the percentage
of relevant lecture content retrieval. The research team unified precision results
and recall values through the F-measure for a balanced evaluation approach. All
subjects demonstrated high recall values showing the model retrieved most relevant
terms. During the analysis precision scores showed that the model selected a few
teacher-marked terms which were not relevant to the lecture content. The extrac-
tion algorithm recognized key words but its limited practical value became apparent
because many identified keywords failed to match educational standards resulting
in numerous incorrect matches.

In 2021 researchers Mehta et al created an MCQ generation system employing trans-
formers in their paper [5]. They emphasized that minimizing The manual creation
process for Multiple Choice Questions demands a significant reduction of time and
work investments since online testing controls an increasing segment of the indus-
try. Dominating role of online testing. The researchers believed their system would
prove viable for use. A system creates both Multiple-Choice Questions and rele-
vant distractors directly from specific text materials. The system would generate
MCQs alongside suitable distractors from any text while requiring minimal expenses
and labor time. This paper intended on developing system has been designed to
transform basic input text of any academic field into MCQs. The research study
omitted dedicated dataset specifications yet declared flexibility towards any input
textual domain and discipline. One availability of testing resources known as the
CNN/DailyMail dataset helped evaluate system performance. It used BERT which
serves as a deep learning approach which ‘google’ created. The model focuses on
Natural Language Processing operations as its primary objective. It was used be-
cause The transformer model demonstrates superior performance across large text
archives and detailed summary generation. For summarization, the BERTSUM,a



modified version of BERT, provided the capability to recognize appropriate sen-
tence selections while conducting MCQ generation. The application used WordNet.
A lexical database together with other resources. The system uses word association
with hyponymic relationships to create distractors. ROUGE F1 scores evaluated
the system performance to measure the summary quality. The assessed quality
of text summaries from “BERTSUM?” fell below the output of this approach com-
pared to other methods. The system provided strong performance toward exam
generation work. The system evaluates hypernym-hyponym relationships through
oriented MCQs containing accurate distractors, with an average score accuracy of
around 70.81% for the option generation task. This process demonstrates its ability
to produce MCQs that have comparable quality to professional human-made ques-
tions. The goal of this work’s implementation succeeded in reducing human labor
requirements. The system’s demonstrated capability to produce quality distractors
establishes measurement standards for this type of technique. The system’s ability
to fulfill its objectives reflected in its delivery quality.

In the paper [9], Vatsal Raina and Mark Gales aimed to generate an automated sys-
tem that produces MCQs-from English comprehension passages that includes both
questions and answer options. Theoretically, they desired to replace the unreliable
n-gram baseline evaluation metrics such as BLEU and ROUGE and argued for the
proposal of a new framework that respects grammatical fluidity, answerability, di-
versity, and complexity of generated questions. The authors used the RACE+—+
dataset, a large English reading comprehension dataset split into RACE-M (middle
school), RACE-H (high school), and RACE-C (college), hence covering both easy
and hard difficulty levels. Each of these subsets was used to train and test a model,
thereby presenting a wide scope of complexity for sturdier testing. They used two
main models. The first one was TH (Text-to-Text Transfer Transformer), which had
automatic encoding-decoding capabilities and offered the best performances in text
generation tasks. With this model, based on a given context, the question and the
answers were generated. The second one was the GPT-3 used in a zero-shot set-
ting for baseline purposes. For evaluation, an ELECTRA-based model ensemble was
trained for multiple-choice (MCMRC) and question complexity classification. There
were four metrics used for the evaluation. Grammatical errors (G) were almost none,
noting fluency. Answerability (A) was measured by uncertainty estimates from an
MCMRC ensemble; unanswerability was thus dropped from 0.8413 in unfiltered out-
puts to 0.6350 in filtered outputs. Complexity (C), 0 being easy and 1 being hard,
was set to 0.3839 for filtered T5 outputs against 0.4402 for human-written questions.
Diversity (D), being the entropy of binary question types (stand-alone and option-
dependent), was 0.6629 in the filtered T5 set and 0.7750 in the human set. A total of
77.24% of generated samples had four distinct answer options. From these, a filtered
subset was sampled in which all three MCMRC ensemble models agreed on option
one as the correct answer, yielding 100% accuracy in agreement on that subset. The
paper greatly contributes to MCQ generation. MCQs generated by the system are
found to be slightly less complex than their human-designed counterparts. How-
ever, with the T5 architecture, its generation consists of valid-grammatical question
grammar, answerable questions, and heterogeneous questions. The framework is
found far more useful than setting up traditional metrics and, therefore, promotes
a strong foundation for the evaluation of educational NLP systems.



A detailed investigation of Bangla Natural Language Processing (BNLP) emerged
from the pen of Ovishake Sen and his team in 2017 [7]. Traditional Natural Lan-
guage Processing (BNLP) techniques are described by the authors as they survey
traditional and modern BNLP practices. ML and DL techniques. Researchers made
value addition to modern scientific literature their main goal during the method eval-
uation process. The analysis of research publications included the examination and
analysis of techniques among divergent domains within BNLP. A multi-article func-
tionality includes simultaneous execution of sentiment analysis text summarizing
and additional features including speech recognition capabilities. Electronic publi-
cation researchers analyzed seventy-five articles spanning from 1999 to 2021 with
particular emphasis on articles released after 2015. The research entered its initial
phase in 2015 then expanded by adding both written text content and spoken audio
data to its collection methods. This research implements standard algorithms to-
gether with modern ML approaches and advanced DL models. Standard approaches
used DTW and HMM and rule systems to execute processing tasks on received in-
put information through speech or text. A research framework contained the ML
and DL models which included SVM, CNN, RNN, LSTM, and GRU. The selected
algorithms prove highly effective for dealing with difficult textual and spoken con-
textual patterns. Spoken word data shows its functionality by enabling applications
for sentiment analysis as well as named entity recognition (NER). We conducted se-
lection model evaluations primarily based on their distinct computational features.
Data analysis tasks along with skilled linguistic detection accelerate these advances
through large-scale data procedures The success of extracting essential information
represents an essential requirement for building BNLP applications. The research
exhibited continued accuracy enhancements in various BNLP operations. Our NER
system achieved 0.72 F1 score maximum through CRF model adaptation with CRF.
The sentiment analytical LSTM model displayed an accuracy level reaching 73.6%.
Experimental results showed the Convulated Neural Network-based Bengali speech
processing system reached 99.02% accuracy during numeric digit recognition. The
majority of research prototypes displayed significant advancement since their first
publication. Experimental performance metrics exceeded previous methodological
outcomes indicating the authors fulfilled their research objectives. Both advanced
classical and machine learning systems worked together to enable smooth operation
in this method. This method enhanced the reliability of BNLP task assessments.
The academic work sought to perform an extensive investigation of Biological Nat-
ural Language Processing tasks. The existing methods we have today exist in sep-
arate segments because of this. The reported framework enabled efficiency analysis
by establishing different classification segments. A primary emphasis of BNLP de-
velopment centered on the generation of new datasets and models along with new
modeling approaches. The research delivers extensive theoretical foundations to
support future Biological Natural Language Processing advancement.

Advancing the NLP field of the Bangla language, in 2022 [8], the authors at Bhat-
tacharjee et al developed the BERT variant BanglaBERT through training experi-
ence on large Bengali language datasets. They developed datasets of the Bengali
language which stands as a document-shortage resource. They studied Bengali lan-
guage monolingualism while attempting to determine its performance relative to



multilingual models. A pure Bengali language dataset-trained model exhibited what
level of performance would result when compared to alternative models. Through
this research, a Bangla Language Understanding Benchmark(BLUB) emerges as one
major outcome. "BLUB” represents an evaluation framework that judges model per-
formance through different linguistic assessment tools in various NLP tasks. The
datasets they extracted through their visits to more than a hundred popular Ben-
gali sites and public repositories served as their research foundation. This large
27.5 GB of text within their dataset produced over 2 billion tokens giving them the
name Bangla2B+. The ethical requirements forced them to eliminate inappropriate
words and select exculsive websites. The research team excluded websites that in-
cluded swearing language from their analysis. The training of any linguistic model
can greatly benefit from using this collection. The dataset serves as a foundation
for developing Bengali word meaning and contextual competence within any model
structure and tokens. The development follows an alternative approach compared to
standard Masked Language Modeling (MLM) methods. The research team applied
ELECTRA instead of BERT’s typical predictive model because it supports pre-
training through Replaced Token Detection. Besides, its computational efficiency,
The discriminator component of ELECTRA functions automatically to detect re-
placed tokens while the generator predicts masked tokens. The model benefits from
all sentence tokens as it receives predictions from the generator and identification
from the discriminator through the(predicted masked tokens allowance feature) of
the model architecture. The model addresses every token in a sentence while MLM
can only process 15% of masked tokens. Besides, techniques like deduplica- The pre-
processing involved deduplication followed by non-Bengali page filtration along with
html and JS tags removal and batch tokenization. The dataset received preprocess-
ing that covered several modifications. The team applied a Wordpiece vocabulary
consisting of 32000 subword tokens after processing their corpus and selected a 400-
character vocabulary for their model. To generate text in Romanized Bangla the
developers settled on using a character vocabulary of 400 vocabularies and proceeded
with vocabulary definition through the 32000-token Wordpiece corpus. The SentNob
combined with BNLI together with MultiCoNER and BQA and TyDiQA supplied
their experimental data. Their system executed multiple NLP processes including
text classification, NER, NLI and question production roles. Research tasks were
applied to evaluate their model using the BLUB for model evaluation and standing
Benchmark. After applying different metrics F1 Score along with Accuracy and sam-
ple efficiency the researchers evaluated their model efficiency. BanglaBERT scored
77.78 points on BLUB to surpass all other models. BanglaBERT showed promise in
many The NLP tasks show that BanglaBERT surpasses all the multilingual models
by achieving remarkably high computational efficiency in these NLP tasks. The
research demonstrates how models for distinct languages operate efficiently. This
research demonstrates success in analyzing Bengali data while establishing oppor-
tunities for future Bengali NLP work.

In the next year, Samruddhi Deode, Janhavi Gadre, Aditi Kajale, Ananya Joshi
and Raviraj Joshi [12] worked to confirm that vanilla multilingual BERT can be
made into strong cross-lingual Sentence-BERT for under-resourced Indian languages
without using parallel corpora. First, they used machine translations to build two
benchmarks for ten East Asian languages - IndicXNLI (392 k entailment pairs)
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and STSb (8 k similarity pairs). Next, they included the real-world IndicNLP
news-classification sets to make sure the results apply to real data. They relied on
MuRIL for multilingual purposes and selected S-BERT subnetworks for each lan-
guage, trained Siamese networks with many negatives, and achieved desired results
in IndicXNLI; they chose MuRIL due to its pre-training on seventeen languages, and
S-BERT because it is designed for sentence-level similarity, retrieval, and zero-shot
tasks. Spearman embedding correlations for IndicSBERT and the ten SBERT-STS
models went as high as 0.85 (Hindi 0.83, Gujarati 0.82), with each beating LaBSE
by 0.07 to 0.13 points and beating its own original models by about 0.25. KNN
accuracy for all eight languages in IndicNLP text classification stayed at least 0.95
and shared a high value of 0.99 for Gujarati and Marathi. The zero-shot similar-
ity between English and Indic improved a lot, as IndicSBERT-STS scored 0.82 for
en-hi, which is 0.10 better than LaBSE’s 0.72. According to the authors, the goal
was accomplished because using their method led to around a 45 percent increase
in embedding results when measured by similarity, and about the same accuracy as
before in downstream tasks; moreover, no parallel texts were employed and param-
eters stayed the same. Besides, the runtime worked efficiently since fine-tuning did
not cause the model to grow, and training only needed 8 GB of VRAM. All this
demonstrates that the method benefits not only researchers but also those working
in industry with modest resources. HuggingFace was used to release the code and
models developed, so the community could immediately access them again, for free.

In their paper [20], Salim and Das aim to develop a monolingual Generative Pre-
trained Transformer(GPT) model, specifically tailored to the Bangla language. They
addressed the limitation of the multilingual model for low-resource languages like
Bangla. They mentioned that, based on recent studies language language-specific
monolingual GPT models perform way better than multilingual GPT models. They
used two types of datasets. One dataset was utilized for training the model, and
the other dataset was used for testing the model. For testing purposes, they used
a novel dataset named BanglaCLM. BanglaCLM comprises 26.24GB of Bangla text
data. Approximately 50% of the data originates from the OSCAR corpus, while
24% of the data comes from Wikipedia. Additionally, 15% of the data was sourced
from a popular newspaper called Prothom Alo, and 14% was derived from another
newspaper named Kaler Kantho. For testing purposes, they made a separate dataset
that contains 4960 sentences, which were collected from recent news articles, pro-
thomalo.com, and bdnews24.com. Their BanglaGPT model is built on the GPT-2.0
architecture, which applies an encoder-only model from the GPT-2 model. It has
multiple decoder block that contains masked self-attention block, feed-forward neu-
ral blocks, and normalization blocks. Their model has total trainable parameters
of 123,239,808. They used Causal Language Modeling(CLM). In Causal Language
Modeling, it predicts the next word in a sentence based on the previous tokens.
For tokenization, BanglaGPT used Byte-Pair Encoding(BPE). Unicode normaliza-
tion and rule-based replacements were used to standardize Bangla text. They used
GPT-2 architecture because of its effectiveness in text generation tasks. To evaluate
the BanglaGPT model, they used Perplexity and Loss metrics. Perplexity measures
the model’s ability to predict the next word in a sequence. A lower perplexity
score reflects better performance of the models. BanglaGPT achieved a Perplexity
score of 2.86, but Multilingual GPT achieved 6.27, and the LSTM-based Sequence
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to Sequence Model scored 10.512. The Loss metrics represent the model’s error in
predicting the next token. A lower loss score portrays a better performance of a
model. BanglaGPT had a loss score of 0.45. BanglaGPT outperformed compared
to these models based on Loss metrics. Their goal was successful, as BanglaGPT
demonstrates better performance for Bangla text generation, evidenced by better
perplexity and loss scores compared to other baseline models.

Pochiraju and colleagues with Chakilam and Betham explored a method in their
paper [18]. which developed a natural-language processing system to build auto-
mated multiple-choice questions. Researchers studied natural language processing
techniques to develop trainer tools that help educators create high-quality modular
assessments. The researchers applied XLNet approaches to develop multiple-choice
questions . Their research group evaluated the BERT methods against their imple-
mentations. The research model operated without demanding training data as well
as pre-labeled examples. Using Python programming they built this implementa-
tion. From the given data the first stage involved the model processing the provided
textual input by the user. The keywords were extracted from the summarized sen-
tences. Their system operated with the main base of XLNet as text summarizing
technology. The system employed XLnet to provide condensed text summaries as
well as XLnet techniques for text compression tasks. They used YAKE as a keyword
selector. The response system would produce the answer for the multi-step ques-
tion. questions. The implementation used YAKE because training this tool does
not depend upon any specific datasets. The system provides superior performance
across datasets over the alternative RAKE selection framework. The methodology
enabled more applicable distractors to the questions. The study team conducted
performance comparisons between the XLNet model and BERT model and made
findings. XLNet maintains dual functionality by uniting autoregressive features with
bidirectional contextual analysis. One difference between the XLNet English model
and the XLNet Large English model exists in their layer counts. The models de-
velop two structures which contain 12 layers and a different structure with 24 layers.
BERT has a token The token-based restriction of BERT serves to stop inferior out-
put however XLNet operates without such limitations. The researchers tested the
implemented model afterward while conducting a comparative assessment against
BERT. The research utilized identical raw textual content in both model imple-
mentations. The model-generated questions proved superior to BERT’s questions
in terms of quality according to evaluation. The question structure underwent sub-
stantial modifications when using this BERT model. The model’s distractor quality
received enhancements according to their findings. This study presented quantita-
tive insights into specific keyword extracters in context. Of all the extractors YAKE
had better performance. The paper provides evidence which shows the data shows
XLNet surpasses BERT while YAKE delivers superior key extraction results. These
procedures demonstrate high utility which indicates their potential to enhance dif-
ferent modeling approaches.

In the same year, in the paper [14] by S Mahesh Kumar et al, the researchers imple-
mented Word Sense Disambiguation WSD alongside batch processing and tokeniza-
tion methods according to Hedge. The researchers deployed tokenization and batch
processing to maximize the performance of natural language processing models. The
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authors utilized pre-trained language models BERT and T5 to specifically generate
MCQs. Their focus was Resource consumption alongside computational complexity
reduction served as the main objectives. Researchers used advanced methods involv-
ing batching together with tokenization. This paper wanted to create a framework
which utilizes complex NLP optimization technologies to create a unified system for
generating MCQs. Their research focused on model optimization of pre-trained sys-
tems TH and BERT without requiring specialized datasets. dataset. The research
project operated using WordNet as its main foundation but focused on a lexical
English dataset. The selected models extract WordNet-based synsets, hypernyms
and hyponyms to establish contextual word relationships. The discovery of contex-
tual relationships between different words leads to better accurate distractors and
questions. event MCQ and distractors. The SQuAD datasets functioned as an es-
sential testing ground alongside other networks for model optimization. process of a
T5 model. BERT functioned as their word sense disambiguation tool while the T5
served as their primary model. model for generating questions. Through advanced
batching combined with tokenization-based methods, the process achieved better re-
sults. The time and computational performance together with memory consumption
received improvement through these techniques. usage. The integration of Word-
Net with BERT used both NLTK and Transformers. The workaround to establish
Google Colab with Google Drive began as Google identified a functional problem.
The "T'5” model received customized training through the SQuaD dataset for its ap-
plications. Additionally, the T5 model required further modification with SQuAD
to improve its structural accuracy during contextual MCQ creation. Square root
de- The development team applied composition techniques to boost performance
levels in ways that optimized both running times and storage requirements. Process
batch operations enabled the system to tokenize faster through its optimization. as
well. The team found WSD increased their model’s accuracy through experimental
analysis. The application of square root decomposition technique enabled them to
transform the batching process time complexity from exponential to linear. The
team reported that their novel batching approach brought dual benefits for memory
consumption and processing time efficiency. the memory usage of the tokenization
process. Unfortunately, they avoided showing proof of these improvements and am-
ple proof of scores for their statements. The authors failed to give proper priority
to both of these elements in their work. The model evaluation included an analysis
of both correct outcomes and contextually relevant results. They provided no in-
formation about multiple choice questions or their answers or the distractors during
their evaluation procedure. Since they did Aside from providing no domain dataset
the research team failed to establish benchmarks for comparison. their generated
MCQ with.

Study-Buddy, an Al-assisted learning system designed to help students is described
in a paper by Fernanda Martinez et al. [15]. Study-Buddy aimed to address typical
educational tool drawbacks including inaccurate content and lack of personalization
methods among various Al solutions that support students and teachers. Educa-
tional proficiency transforming was the key priority which aimed to serve each learner
individually. Students can find articles, textbooks and instructional materials rep-
resenting each academic subject and level in Study-Buddy’s datasets. The system
requires student feedback for continuous improvement while they enhance its func-
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tionality. The collection of multiple information resources led to the development
of a knowledge graph system which linked students to connected information topics
and learning materials. The educational platform Study-Buddy combined various es-
sential technological components to enhance learning practices. Knowledge Graphs
created student-to-topic-to-teacher-to-materials linkages so teachers could deliver
individualized academic support to students. A natural dialogue between students
and Al assistants became possible because of Large Language Models (LLMs) in the
chatbot system. Students achieved better study discipline through Computational
Persuasion methods that introduced fun incentives. The authors selected these tech-
nologies to build an effective teaching environment. The performance measurement
of Study-Buddy tracked user engagement levels alongside student progress. The
user engagement rate measured student-robot dialogue sessions while the process
tracking feature enabled teachers to gauge student scholarship development along-
side examining inquiries’ academic quality. The paper lacks any declaration about
its intended success rate. The development of Study-Buddy involves expanding
its subject selection while enhancing the user interface and changing the feedback
mechanism to strengthen its operational effectiveness.

Reddy, Dheeraj, and Vishal described their research in[19] dedicated to building a
model that would create accurate relevant questions through Natural Language pro-
cessing of user input data. The objective was to develop better examination formats
suited for educational institutions from schools to colleges to coaching centers. The
developers aimed to employ their model in the near future to produce exam questions
through this system. The team concentrated exclusively on question generation with
the TH model. They lacked performance metrics to determine their system progress
and failed to evaluate model importance through comparison against other models.
Their combination of the T5 text transformer model used pre-trained data from
the ¢4 dataset. Their initial processing phase concentrated on preparing the input
user data. They utilized WordNet along with Sense2vec to create distractors from
identified key sentences and keywords. The designers completed the process with
a TH text transformer model to generate their results. Text input data underwent
processing with this model which operated exclusively as a summarization tool. The
research team selected this model because it received previous training across mul-
tiple tasks for supervised and unsupervised applications keeping its format oriented
toward text translation. Since the model received prior training the team does not
require separate training of their own dataset. The system resolved complicated
processing methods and administrative difficulty. Through T5 users can process
various tasks by adding specific prefixes to individual activity inputs without the
need for a separate TH Transformer model. Since the system did not require a par-
ticular dataset for training the team chose to disregard all related metrics. Their
work contained no indication regarding performance evaluations making it impossi-
ble to assess their results. In different language processing tasks the T5 transformer
demonstrated a high overall success rate yet this achievement varied based on par-
ticular operational objectives and assessment parameters.

In 2023 Cheng Zhang proposed a published paper[23] that built an automated MCQ

testing system for comprehension measurements through automatically generated
questions. Producing QAPs with suitable alternative responses and adequate num-
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bers of distractors backed up the effectiveness of MCQs during testing activities.
Research focused on developing a system able to generate valid questions with
proper grammar while maintaining logical sense to specific arrayed articles. The
study based its model training on multiple standard datasets including SQuAD
which included 100K QAPs extracted from Wikipedia articles. The analysis in-
cluded the RACE exam dataset from Gaokao English testing along with the CoQA
dataset for conversational pairs. For generating QAPs researchers applied two dis-
tinct strategies to their work. The Deep-learning-based approach (TP3) deployed
the T5 Transformer model as its core technology component. T5 was chosen for
its ability to perform multiple NLP tasks because it accepts text-to-text inputs
which makes question and answer generation highly effective. MetaQA followed a
Sequence-learning-based approach by producing QAPs through meta-sequence de-
scriptions of actual sentences which incorporated concept/synonym tags. The re-
searchers selected the MetaQA method due to its ability to build questions with
proper grammar that TP3 was unable to create. Alongside each other both ap-
proaches functioned to harness deep learning capabilities and sequence learning
ability for developing suitable question formats. The paper implements Positive
Security tagging as well as named entity recognition and semantic role assignment
and word vector representation technologies as distraction methods. All evaluated
models achieved performance 17 based on automatic and manual evaluation scoring.
In TP3 the training of T5-Base and T5-Large model cases proceeded using differ-
ent learning rates and yielded superior results for TH-Large. Automatic assessment
used BLEU alongside ROUGE and METEOR and BERT Score as evaluation met-
rics. The T5-Large model achieved a BLEU score of 23.83 which placed it ahead of
alternative models in both ROUGE and METEOR evaluations. The SAT practice
testing yielded a 97% accuracy for the MetaQA system which verifies its ability to
create questions that are correct grammatically while maintaining contextual rele-
vance. Trajectory for their generation of questions and distractors and the T5-Large
approach yielded a smaller but superior performance compared to previous models.
The system evidence combined BLEU and ROUGE scores and human assessment
to establish that the produced inquiries were adequate and acceptable to a mini-
mum rate of 90% per QAP. The research met its target of building an automated
inquiry-generation program that created MCQs successfully. MetaQA reached suc-
cess points through leveraging extensive datasets in combination with TH model
selection and MetaQA technology introduction.

A new artificial intelligence-based MCQGen system appeared in the paper by Hang
et al.[21] which focused on developing Multiple Choice Questions (MCQs). The
main goal of this work was to integrate LLMs, specifically GPT-4, systems for cre-
ating MCQs with a focus on individual learner adaptation needs in personalized
learning practices. The framework adapts to modern learning techniques including
blended learning and flipped classrooms because it offers students valuable efficient
question generation features. MCQGen retrieved questioning material simultane-
ously from educator-originated materials and student-generated questions as part of
its knowledge foundation. Student- and teacher-generated questions were processed
separately in MCQGen, categorized by difficulty level (easy or hard) and guided
by educational principles of variety and creativity. MCQGen’s retrieval-augmented
generation functionality received improvements which created more efficient opera-
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tions. GPT-4 provided the text generation capabilities though question generation
functions depended on retrieval-augmented generation with model sampling from
external materials. Advanced prompt engineering techniques with CoT and self-
refine strategies turned the LLM able to generate context-sensitive complex ques-
tions which revealed student misconceptions.GPT-4 served this application because
it offered both educational content creation and textual coherence with compre-
hensive contextual outputs. MCQGen was evaluated using human and machine
assessments across five criteria: flexibility of grammar, responsiveness, differentia-
tion, density and significance. Both experimental evaluation results indicated strong
performance from basic questions and the new framework demonstrated potential
to produce more complex questions. Low-effort shorter MCQ development cycles
are achievable through implementation of suggested structural operations compared
to conventional methods. The achievement of strategic development objectives oc-
curred while maximizing platform features to optimize learning outcomes. The
development of candidate metrics such as diversity and complexity reveals opportu-
nities to enhance automated question generation.

In 2024, Maity, Deroy and Sarkar introduced a paper[24] that developed an new
method to generate multiple choice questions using multi-stage Prompting. They
selected 4 different languages for their work which included Bengali as well. Var-
ious datasets served as their data source: 'SQuAD’ for English, ’GermanQuAD’
for German, '"HiQuAD’ for Hindi and "BanglaRQA” for Bangla questions. They
leveraged the comprehensive capabilities GPT model through paid APIs to gen-
erate plausible distractors for their generated MCQs. To determine accuracy, the
team employed Bilingual Evaluation Understudy metrics, while the Longest Com-
mon Subsequence assessment measured recall performance and the team measured
answer quality using cosine similarity comparisons between right and incorrect solu-
tions. The authors conducted a comparative evaluation between Multistage (MSP)
and single stage prompting (SSP) methods. Their experimental data indicated that
the multi-stage promotional method with GPT showed better reliability than the
SSP.

Research from Roy and Manik[25] demonstrated the creation of a domain-focused
QA system which operates in Bengali through BERT-Bangla model optimization for
KUET queries. The research developed a solution to address the lack of Bengali-
speaking domain-specific QA systems through building a model that handles domain-
relevant question processing efficiently. Researchers extracted their data from KUET’s
official website and Wikipedia articles focusing on KUET. The evaluation was based
on a collection of 100 context segments totaling 250,000 words each. Analysis
found that a majority of text blocks contained two to five matched question and
answer pairs. The authors selected particular sources that featured information
about KUET academic programs combined with admissions data and research facil-
ities alongside university infrastructure. The research utilized BERT-Bangla which
represents a transformer model specifically designed to work with the Bangla lan-
guage. BERT functions exceptionally well for NLP applications by understanding
word meaning within textual contexts. The team selected BERT-Bangla as it un-
derwent extensive Bengali text pre-training using diverse textual resources while
demonstrating success at handling Bengali language challenges. Additional modifi-
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cations were made to BERT-Bangla for domain questions because they demanded
expertise in precise technical language. The system tested for quality analysis us-
ing EM metrics alongside F'1 metrics along with PPL metrics to deliver consistent
assessment results. Thus, scientists achieved an fl score of 55.26% by measuring
precise alignment. Research based findings demonstrated the classifier achieved a
precision level of 74.21% at measuring correct predictions against total instances.
Longitudinal testing demonstrated that the system performs well with basic scien-
tific questions but faces difficulties when encountering ambiguous questions. The
BERT-Bangla model demonstrated its capacity to address domain-specific questions
yet additional research must be done to make it more effective. The authors pro-
posed enhancements including increased datasets and simplified fine-tuning stages
and external information implementation to boost query identification precision.
The paper establishes a starting point for improving Bengali closed-domain QA sys-
tems yet additional work must be completed to handle complex textual queries.

Generative Model Research

The Gemini Team at Google expanded their Gemini 1.5 family of multimodal mod-
els with Gemini 1.5 Flash and Gemini 1.5 Pro during this year[22]. The project
developed efficient algorithms to solve multimodal problems with massive text and
audio and video content processing capabilities. The state-of-the-art models set new
benchmarks in document and video question-answering systems, as well as speech
recognition tools to support mobile applications and additional language services.
The collection included Web documents alongside images and audio and video data
and human subject preference data for additional models fine-tuning capabilities.
Operational performance evaluation utilized real operational multi-linguistic docu-
ments alongside extensive text records for examination. The Gemini 1.5 Pro system
used Dependency-Level (SWalcon planning) to process 10 million token contexts
with sparse mixture-of-experts (MoE) transformers. The power-law context scaling
framework presented its new iteration as part of computational components that
combined multimodal input sequences. The system developers implemented mem-
ory capacity extensions and reasoning performance upgrades across diverse database
networks. The performance peak of Gemini 1.5 Flash emerged from tensor process-
ing units that optimized framework delivery which provided swift precise results at
no cost to accuracy.Research performed on Gemini 1.5 Pro system during "needle-
in-a-haystack” synthetic operations demonstrated recall achievement exceeding 99%
with text and video and audio tokens that exceeded ten million. Measures of preci-
sion outperformed basic human capabilities when analyzing text translations from
English to Kalamang along with various authentic real-world scanning operations.
The translation quality measurement by BLEURT used precision along with recall
metrics to support outcome validation. The new multimodal QA and ASR tasks
achieved 20-75% better performance when compared to existing solutions and com-
peting models. Redefinition of Gemini 1.5 shows substantial advancements in its
ability to process diverse data formats alongside industry-leading results across mul-
tiple application domains. Through Gemini 1.5, the team managed scalable issues,
enabling their position as an essential breakthrough in large language model devel-
opment. This research yielded important results that propel progress for practical
applications and multimodal AT systems which focus on language preservation while
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boosting professional productivity.

Google DeepMind Gemma Team began their report [27] by indicating they had
trained a family of lightweight open language models, Gemma 3, with 1B to 27B
parameters, and their objective was to build on the previous Gemma series by adding
multimodal vision understanding, 128K-token long context, and wider multilingual
coverage, keeping within the capability of being deployed on consumer-grade hard-
ware. They pre-trained these models on a mixed corpus of about 2T tokens (1 B
model), 4T (4 B), 12T (12 B), and 14T (27 B). The data in this token budget con-
sisted of text and image data, with monolingual and parallel multilingual sources and
low-quality or unsafe data removed; image data was passed through a SigL.IP encoder
to generate 256 vision tokens per example. Architecturally, they kept a decoder-only
Transformer backbone but inserted a single global self-attention layer every five lo-
cal sliding-window layers (span=1024 tokens), rescaled RoPE positional frequencies,
and embraced Grouped-Query Attention and QK-norm to restrain KV-cache mem-
ory expansion . They trained on larger teacher models in pre-training and used
a refined post-training recipe, which consists of knowledge distillation, Supervised
Fine-Tuning (SFT), and Reinforcement Learning from Human Feedback (RLHF) to
hone math, coding, chat, instruction following, and multilingual abilities. As a form
of evaluation, they passed the instruction tuned (IT) models through human rated
benchmarks as well as automated benchmarks. Gemma 3 27B IT also participated
in LMSys Chatbot Arena and got an Elo rating of 1338, which is in the top 10 open
models and better than its predecessor, Gemma 2 27B IT (1220) . The 27B model
achieved 67.5% on MMLU-Pro, 91.8% on MATH, 74.9% on FACTS Grounding, and
89.0% on Global MMLU-Lite on zero-shot static benchmarks , and the same up-
lift was observed on LiveCodeBench, Bird-SQL, and GPQA. Benchmarks on vision
also improved: DocVQA increased to 85.6 (val), InfoVQA to 59.4 and TextVQA to
68.6 . All in all, they achieved their goals: Gemma 3 outperformed Gemma 2, had
competitive features to much larger proprietary models (e.g., Gemini 1.5 Pro), and
allowed efficient vision-and-long-context processing on commodity hardware. That
said, it is evident that the work is a significant step towards efficient, open-source,
multimodal language modeling with the balance between scalability, performance,
and responsible deployment that will serve as a milestone to guide future research
and applications.

In their paper [26], the Qwen team aims to introduce Qwen3, a large language model
(LLM). Qwen3 was their latest model of the Qwen series, which was developed to
accelerate the performance of multiple tasks and domains. The Qwen team extended
multilingual support for 119 languages in this Qwen3 series. The new dataset in-
cluded 36 trillion tokens. Qwen2.5 had support for 29 languages, but Qwen3 had
support for 119 languages, which is three times higher than Qwen2.5. In their pre-
training dataset, they included multiple topics such as coding for code-related data
and code support. To enhance the logical capabilities, reasoning tasks were added
to the dataset. Many books were added to update general knowledge capabilities.
They used previous series Qwen2.5-VL, Qwen2.5-Math, and Qwen2.5-Coder models
during the pre-training phase for data processing and synthetic data generation.
Qwend includes six dense models: Qwen3-0.6, 1.7B, 4B, 8B, 14B, 32 B. Qwen’s
tokenizer got a huge upgrade with their byte-level byte-pair encoding(BBPE) with
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a vocabulary size of 151,669. Those support multilingual text processing across
119 languages. Qwen3 used the ABF technique, YARN, and Dual chunk Attention
for long context handling. Long chain-of-Thought(CoT) was used for finetuning
during the post-training phase. GRPO was used for updating model parameters.
For Qwen3’s performance evaluation, thinking and non-thinking modes were used.
Thinking mode is optimized for complex reasoning. On the other hand, the non-
thinking mode is optimized for context-driven response. In the paper, a comparative
evaluation was shown among Qwen3, DeepSeek-R1, Grok-3-Beta, and Gemini2.5-
Pro. Those models were evaluated across 23 benchmarks covering different tasks
and capabilities. In Thinking mode, Qwen3-235-A22B (MoE Model) outperformed
DeepSeek-R1. Qwen3-235-A22B had an average success rate of 76.1%, and Qwen3-
32B achieved a success rate of 80.5%. Multilingual capabilities had a success rate of
83.3%, which indicates the overall capabilities of 119 supported languages. The in-
tegrated system, which has the capability of dynamic mode switching, was deployed
with an accuracy of 98.9 percent. The overall performance and versatility of Qwen3
have met their ultimate project goal.
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Chapter 3

Data

3.1 Data Sources and Statistics

For our academic text data, we mainly chose three SSC-level NCTB books - “Bangla
Shohopath”, “Bangla Shahitto” and “Bangladesh and Global Studies” (BGS). Our
research focused on these literature heavy SSC books because of mainly two rea-
sons: one is that generative LLMs are usually better at literature heavy contexts
than science and the other is that text contents of literary books are generally eas-
ier to extract than the science related books because scientific subjects are usually
full of symbols and equations. Moreover, the BGS book added value to our liter-
ary texts by bringing in humanities elements which improved the assessment criteria.

All academic books available for SSC level can be found completely free on the of-
ficial NCTB website as scanned PDFs. These PDFs were the primary source of our
text data. All the tables and the chapter-ending exercises or questions were removed
as our primary focus was on the main chapter contents of these books.

For evaluating the answer extraction pipeline’s performance, our team has selected
a total of 100 MCQs that were previously given in board exams, from publicly
available question banks like [28]. We have ensured an equal distribution of board
exam MCQs for all three selected subjects while creating this MCQ dataset. This
dataset was also useful for developing one of our metrics, the details on which can
be found in the "Results” chapter. This dataset included-

o Basic recall required questions

e The questions that included multiple answer options with formats such as i,

ii” or ”i, ii, iii.”

e Questions that include traditional ’fill in the blanks’ formats.

Table 3.1: Data Statistics

Subjects Token Count Page Count Paragraph Count Avg. word count in Paragraphs
"B.G.S. book” 74900 223 322 237
"Bangla Shahitto path” 118319 311 468 224
"Bangla Shoho path” 26517 85 98 272
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Text Data Extraction

Since the official PDFs were scanned copies, we could not directly extract the text
data. Therefore, a combination of two essential extraction approaches were utilized
for acquiring data from these PDF digital scans. In the first approach, using a
python library named ‘Pdf2image’ we have successfully transformed PDFs into image
formats. After that, we have used Google’s ‘Tesseract 4 OCR tool on these and
extracted the Bengali texts from the images. More about Tesseract-OCR in the
"Models” section. Another approach was the manual extraction utilizing built in
OCR functionality of “Google lens”. However, details about google lens’ built in
OCR technology are not publicly available anywhere. Each chapter within 'Bangla
Shahitto’ and ’Bangla Shohopath’ yielded text lengths between 2600-2900 words
while BGS chapter texts measured between 2100- 2400 words.

3.2 Data Preprocessing and Formatting

Unformatted
Raw
Text Data
Cleaning Outliers
(Page Number, Publication Details)

A 4

[ Merging Paragraphs & }

Numerical/Bullet Points

Normalizing Spaces ]
Between Paragraphs |

}

[ Added Chapter Seperator Manually J

Regular Expression

Separate Formatted Text Document Formatted Text Document
For Each Chapter For Entire Book

Figure 3.1: Preprocessing & Formatting Steps
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The main preprocessing we had to do to our books’ text data was adding the chapter
separator so that we can separate each chapter’s text data for the second approach
of our pipeline. More about these approaches in the "Methodology” chapter. We
have first separated the chapter text of a book using regular expressions through
“UTF-8” encoding and created one text file for each chapter of the book. Then
noises like page numbers and publication related details inside pages were cleaned
by us. However, we did not remove any punctuation from our text since they could
carry semantic significance which our generative LLM might need later. We had
to manually format the entire book, by merging tiny paragraphs as well as the
bullet /numerical points into bigger paragraphs. This was an important step in pre-
processing because it prevented too much variation in the chunk size while chunking
with “RecursiveCharacterTextSplitter” tool. Furthermore, we have used regular ex-
pressions to normalize the spaces between paragraphs as well.

3.3 Database

ChromaDB functioned as our primary vector database where we have stored all of
our text chunk embeddings, as it provides efficient vector database management. It
lets us effortlessly use our custom embedding model to vectorize the text chunks and
persist in a local directory. Chroma’s "Langchain Wrapper” was specifically used
in our pipeline to perform the chunk vectorization as well as the retrieval of top k
closest chunks. It also lets us retrieve the similarity scores along with the chunks’
contents, through the use of the "similarity search with relevance scores()” func-
tion. Therefore, in our proposed methodology all the retrievals for the traditional
RAG part was done with ChromaDB.

To search for contextual similarity in the vector space, ChromaDB uses HNSW (Hi-
erarchical Navigable Small World) algorithm and provides us with options of three
vector search types - Cosine Similarity, Euclidean Distance and Dot Product. The
details on how it was incorporated in the framework can be found in the "Methodol-
ogy” chapter of this paper. Moreover, chroma contains the functionality to perform
a keyword based search in the database, which was applied for our answer extraction
pipeline.
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Chapter 4

Methodology

4.1 Models

4.1.1 Extraction Model

We decided to use Tesseract 4 by Google as our primary Optical Character Recogni-
tion (OCR) tool for extracting the bengali text data from PDFs. With a pre-trained
model experienced with Bengali language, we do not need to perform any addi-
tional OCR model training. Our decision to use Tesseract for OCR stemmed from
its open-source design together with its ability to work across multiple languages.

Tesseract 4 is a bidirectional LSTM based open-source OCR engine which is trained
on more than 100 languages which includes Bengali as well [31]. It is a RNN based
tool which leverages Long Short Term Memory type neurons to properly label a
sequence. It was mainly trained on real world labeled text images as well as syn-
thetic datasets of various languages. This newer version is mainly focused on line
based recognition however it also supports the character pattern recognition of older
versions of Tesseract, using which it generates ranked output character possibilities.
Recognizing characters in the legacy engine is done by adaptive thresholding, con-
nected component analysis, and using classifiers like polynomial classifiers. This
combination of both engines improves the accuracy of extraction. We used the
python wrapper available for Tesseract called “Pytesseract” for our research. For
preprocessing, “Tesseract 4”7 uses techniques such as binarization, noise reduction,
and normalization to make images in the file look clearer. The adaptive thresholding
technique is used to process images in several variations of lighting. The engine splits
the image into text blocks, lines, and words using connected component analysis and
different heuristic-based methods. It is important to do this step for handling docu-
ments that have several columns or pictures with both text and graphics. Tesseract
isolates text lines with the help of projection profiles or geometric analysis before
providing the lines to the LSTM.
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Figure 4.1: Tesseract 4 inner workings

4.1.2 Embedding Model

We have chosen “lI3cube-pune/bengali-sentence-similarity-sbert” to be our primary
embedding model. Our inspiration for choosing this embedding model came mainly
from the outstanding effectiveness it showed when tested against “sagorsarker /bangla-
bert-base” and “csebuetnlp/banglabert” [29]. This model is part of the “MahaNLP”
project which mainly focused on Indian languages. It produces 768 dimensional sen-
tence embeddings through mean pooling and taking attention mask into account
13cube2023.
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Dataset ‘

BengaliBERT

BengaliBERT, a monolingual BERT model was first trained on the IndicXNLI (Ben-
gali) dataset created by 13cube which consists of 392702 sentence pairs. This turned
the monolingual BERT model into a SBERT model capable of natural language
inference such as detecting entailment, contradiction or neutral relationship among
sentences. Then the trained model was further fine-tuned on the STSb dataset,
which comprises sentence pairs with similarity scores annotated manually by hu-
mans using cosine similarity loss function [12].

: STSb Bengali
BengaliSBERT

Figure 4.2: Training process of chosen embedding model

4.1.3 Generative Models

We decided to select a total of 3 generative models to get a comparative analysis
of the generation quality of our framework. The architecture of these models are as
follows:

Gemini 2.0 Flash

We have chosen Gemini 2.0 Flash as one of our primary generative models mainly
because Gemini’s api is free of cost for 1000 requests per day and 15 requests per
minute. Gemini 2.0 Flash is an innovative Al model by Google, made for smoothly
handling different forms of data quickly and effectively. In Gemini 2.0 Flash, a
Mixture-of-Experts (MoE) structure is applied, so each expert network takes care of
particular types of data. A gating network selects the needed experts, so the system
is efficient. It may handle each type of input (such as texts, images, audios, videos)
with its own encoder and only combine the results in the final output. The Vertex
AT documentation [30] states that Gemini 2.0 Flash launched in February 2025 as
a part of the Gemini 2.0 family and will be discontinued a year later, in February
2026. Although Gemini 2.0 Flash’s architecture is not explicitly outlined in public
documentation, it seems to be based on the Mixture-of-Experts (MoE) architecture
used in Gemini 1.5, as discussions on the evolution of the Gemini family show [10].
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Gemini models were trained with TPUvbe and TPUv4 accelerators deployed in Su-
perPods containing 4096 chips, all the chips trained at the same time, along with
in-memory fault tolerance. The model was trained on multilingual as well as multi-
modal dataset comprising web docs, books, codes, images, audios, videos etc. The
tokenizer they used was SentencePiece tokenizer [1].

Qwen 3: 14B

We have decided to use the “Qwen 3: 14B” model as another of our generative
models to test our framework’s generation quality across multiple LLMs. The reason
behind choosing the 14 billion parameter model was mainly due to our hardware
limitations. Since we used the locally installed version of this model with the help
of “Ollama”; we did not need the api. The architecture of the 14B model according
to [26] is given below:

Model Layers Heads (Q/ KV) Tie Embedding Context/Generation Length License
14B 48 40/8 No 128K /8K Apache 2.0

Table 4.1: Model Architecture of Qwen 3: 14B

“Qwen 3: 14B” is a model of dense architecture which uses a ”Transformer de-
coder”; and is enhanced by "Grouped-Query Attention” (GQA) for efficient "Key-
Value” (KV) cache use, SwiGLU (A variant of the Gated Linear Unit) for improved
nonlinear activation, "Rotary Position Embedding” (RoPE) for position encoding,
"Query-Key-Value” (QKV) Bias in attention to make it more stable, and also with
"Root Mean Square Normalization (RMSNorm) and Pre-Normalization for training
[26]. In the supervised fine tuning step, they introduced a diverse set of 70,000
new queries spanning several domains to enhance the logical reasoning capability
of the model. These queries also included multiple-choice questions, which is one
of the reasons behind our choosing this model. Another reason that leverages our
research is that they used a translation model to generate low-resource language’s
corresponding responses converted from high resource language.
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Gemma 3: 12B

“Gemma 3: 12B” model was chosen as another of our generative models for its strong
multilingual capabilities, enhanced reasoning, and instruction-following abilities. As
shown in the technical report [27], the Gemma 3 12B is a member of the Gemma
3 family of light models released by Google. Gemma 3 12B utilizes a decoder-
only transformer, GQA instead of standard multi-head attention, an interleaving
of attention layers where local attention is done 5 times more often than global
attention, and RMSNorm for layer normalization. The architecture of this model
according to [27] is given below:

Model Vision Encoder Embedding Parameters Non-embedding Parameters
12B 417M 1,012M 10,759M

Table 4.2: Model architecture of Gemma 3: 12B

The tokenizer they used is the same as “Gemini 2.0 flash” which is a SentencePiece
tokenizer. The 12B model was trained on a huge set of data that features 12 trillion
tokens of texts and images. Since it includes way more examples, the model can
perform well on various tasks. Gemma 3 was enhanced by using datasets that
contain languages other than English inspired by the strategy of [11]. The advanced
multilingual enhancement is one of the reasons why we chose this as one of our
generative LLMs.

Shards
Model Type #Chips Data Seq. Replica
12B TPUv4 6144 16 16 24

Table 4.3: Training hardware and sharding configuration

4.1.4 Evaluation Models
BanglaGPT

“BanglaGPT” was our primary model for evaluating the perplexity of our generated
MCQ questions. This is a monolingual Generative Pretrained Transformer (GPT)
model built on GPT-2 architecture specifically tailored for the Bangla language [20].
This is the primary reason we chose this model for perplexity calculation of our gen-
erated MCQs. BanglaGPT has a total of 124,249,808 trainable parameters. These
trainable parameters also reflect the capability of the model to capture complex
patterns in training data.

Parameters Learning Rate Weight Decay Batch Size Training Steps Epochs
124M 575 0.01 32 40772228 40

Table 4.4: Model Details of BanglaGPT

For testing and validation purposes, a novel dataset named BanglaCLM was used
which comprises 26.24GB of Bangla text data from which 90% was allocated for the
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training set, while the remaining 10% was designated for the validation set [20]. The
training of the model was implemented using a selective set of hyper-parameters to
enhance its core performance. The model applied a 0.01 weight decay rate, which
plays a significant part in regularizing the model and prevents it from becoming
overfit to the training dataset. The Byte Pair Encoding (BPE) algorithm was used
to perform tokenization, which breaks down sentences into individual characters,
diacritics, and sub-words. The tokens were made of vocabulary containing 50,256
individual words or sub-words. Their perplexity score was 2.86, which is signif-
icantly lower than the multilingual Generative Pretrained Transformer model(1).
Details about the integration of this model into our framework are available in the
“Perplexity” section.

GPT-4 for AI Feedback

We have chosen the ChatGPT 4.0 Model because is it one of the most efficient, ad-
vanced and popular Large Language Models (LLM) available in our current world’s
market. It’s world wide use and top notch performance made us use it to evaluate
the effectiveness of our designed metric [17]. GPT-4 is a transformer-based model
which has about 1.8 trillion parameters across 120 layers. It employs a Mixture of
Experts (MoE) system, with 16 expert neural networks, where each of the neural
networks comprise approximately 111 billion parameters. We have used this model
to judge our distractor scoring metric’s eligibility by comparing our method’s score
with GPT’s sharp reasoning and language skill [16].
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We have divided our entire methodology into two separate parts - MCQ generation

Figure 4.4: Entire framework

pipeline (Green) and answer extraction pipeline (Red). For both of these, we have
leveraged a modified version of hybrid GraphRAG technique inspired by [13]. We

have implemented two approaches based on the retrieval domain - one where we
perform retrieval from the entire book and another from each chapter of the book
separately. The reason we went for two approaches is explained in detail in the

“Result Analysis” chapter of this paper. The entire methodology for both pipelines
(after data preprocessing) is sequentially described below in detail-
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4.2.1 Document Processing
Document Splitting

We have used Langchain’s “RecursiveCharacterTextSplitter” utility to split the en-
tire book’s texts into smaller chunks. Through its unique splitting technique, Re-
cursiveCharacterTextSplitter keeps natural breaks between sentences or paragraphs
intact to generate self-contained text sections. We had to manually adjust the
chunk size through a process of experimentation. For example, a sentence,ﬁgw

NCgs s SRE 3 Y e | SR JiKsE SR oFe 6! [HiRs |

GIER IR PEY WI‘, the splitter treats the sequence of Unicode encoding as
a continuous 100-character segment. In our test case we have decided on a chunk
size of 1500 characters and a chunk overlap size of 150 characters, however, these
parameters can be tuned depending on the document.

Document Vectorization

After splitting the document, we have vectorized these chunks using our chosen sen-
tence embedding model, “l3cube-pune/ bengali-sentence-similarity-sbert” through
“ChromaDB’s Langchain Wrapper” and persisted them in a local directory to reuse
later for creating a knowledge graph of the entire book. This entire procedure is
mostly common for both of our pipelines.

However, in the second approach, we have split each chapter’s texts separately
and stored their embeddings into their own chapter-separated persistent directories.
Thus we have kept one persistent directory per chapter to reuse later and create
separate knowledge graphs for each chapter.

4.2.2 Knowledge Graph Creation
Nodes Creation

We have extracted all the named entities and important concepts using our primary
generative LLM, “Gemini 2.0 Flash”, from each of the chunks that we got from
splitting in the first step of “Document Vectorization”. If gemini’s output was not
properly formatted or contained any error, we have utilized a locally installed Qwen3:
14B as our fallback model. Through prompt tuning, we have extracted the LLMs’
outputs in our desired JSON format and created a combined set of named entities
and concepts for each chunk. After that we have used “networkx” python library
to create a node representing each chunk where the node will contain mainly two
attributes - the combined set of entities-concepts and the text content of that chunk.

Edge Creation

For creating an edge between two nodes representing two chunks, the cosine simi-
larity between their chunk embeddings need to be higher than a threshold. In this
case we decided on the threshold being 0.6 but this is a tunable parameter for our
knowledge graph creation framework. We assigned the edge weight by using the
following mathematically intuitive formula:

NUMBER OF COMMON CONCEPTS

1 _ M > /
EDGE WEIGHT = a = SIMILARITY + B+ 355 ee s o NUMBER OF COMMON CONCEPTS
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Here alpha and beta are two more tunable parameters, where alpha denotes the per-
centage effect of cosine similarity and beta denotes the normalized percentage effect
of common concepts. The motivation behind this mathematical intuition came from
the paper [13]. This entire process of checking for cosine similarity threshold and
calculating edge weight was done for all possible combinations of unique chunk pairs
of the entire book. For creating a graph for only one chapter in the second approach,
we have performed the same procedure for all possible combinations of unique chunk
pairs only from that chapter. We have used the previously created chunk-separated
persistent directories for finding the text chunks of only that chapter.

As an example for proper visualization, the Knowledge Graph created in the first

approach for the entire “Bangla Shohopath” book, containing only two chapters, is
given below:

05

O
O [/IA\\‘\‘\\M‘
5\
0
O

-0.5

-1 -0.5 0 0.5

Figure 4.5: Knowledge Graph of "Bangla Shohopath”

Below are the knowledge graphs for the two chapters of the same book created in
the second approach:
First chapter:
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Figure 4.6: Knowledge Graph of the first chapter of "Bangla Shohopath”

Second chapter:
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Figure 4.7: Knowledge Graph of the second chapter of "Bangla Shohopath”
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4.2.3 MCQ Generation

We have integrated 3 significant parts in our hybrid GraphRAG framework: a tradi-
tional RAG, an extension of context, and finally a graph traversal. At the beginning
of our MCQ generation pipeline, the user inputs a topic area text from where they
want the MCQs to be made.

After that, first the traditional RAG method will vectorize the topic area text by our
embedding model. Then it will query the vector database by using ChormaDB as a
retriever object and retrieve top K chunks from the vector space. In our test case we
considered this K to be 5. Now for each of these retrieved chunks, we have utilized
our primary generative model’s semantic understanding to verify if that chunk is
relevant to the input topic area. If it is relevant to the topic, it is appended to the
context list for LLM but if not, we apply context extension.

For the context extension method, we traverse the database to extract the sequen-
tially previous and next text chunk of our normal RAG-retrieved chunk, join in that
sequential order and check again for the topic verification. There are mainly two rea-
sons behind extracting serially previous and next text chunks to extend the context:
one is that “RecursiveCharacterTextSplitter”, sometimes splits a big paragraph dis-
cussing about one concept/topic into multiple smaller paragraphs and another is
that oftentimes, textbooks tend to discuss a topic/concept in multiple paragraphs.
If we still can not verify the topic relevance in the extended context of that chunk,
we start our traversal of the knowledge graph considering our retrieved chunk’s rep-
resentative node as the starting node.

The traversal method is explained elaborately in the "Graph Traversal” section.
During the traversal if we got to a node, the content of which verifies topic rele-
vance, we add it to the context list. Finally, after conducting the same process for
all the normal RAG-retrieved chunks, we join the elements of the context list and
send it to our generative LLM. We have applied zero shot prompting in our case.
We have also kept a parameter for our debugging and understanding that lets us
perform only one of the 3 retrieval parts (traditional RAG, context extension, graph
traversal) for any particular topic.

The only difference in the second approach is that we have to take an additional
input parameter from the user which specifies chapter name. According to the
name of the chapter, we find the mapped knowledge graph and use the persistent
directory for that chapter to implement the traditional RAG, extended context and
graph traversal in the same way described above for the first approach.

4.2.4 Answer Extraction

For the answer extraction we combined a total of 4 types of retrievals to ensure that
our generative LLM finds the relevant context to predict the correct answer. These
are keyword retrieval, traditional RAG, context extension, and graph traversal. We
have also utilized our primary generative model’s contextual understanding and de-
signed a “Check Answer” function that checks if an MC(Q can be answered from a
given context chunk.
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After the user inputs the MCQ question and its options in a list, first we perform
a keyword based search in the database of chunks and retrieve the first keyword
matched chunk for each word of the question as well as for each option. Then we
join all these retrieved contexts and check for answer with the joined context and
the MCQ. If “Check Answer” returns false, we apply the traditional RAG exactly
like our MC(Q generation pipeline and then for each retrieved chunk check for the
answer. If the MCQ can be answered, we simply return the correct answer but if
not, we go for the context extension and check for the answer again. If it still fails
to extract the answer of the MCQ), we finally start the graph traversal and check for
the answer after each node’s expansion of context in the traversal path. The graph
traversal technique for answer extraction is described broadly in the next section.
In the chapter separated approach, we perform the same operation but only with
that particular chapter’s persistent directory and knowledge graph mapped to the
inputted chapter name.

4.2.5 Graph Traversal

Since our knowledge graphs are mostly dense, we have implemented a BFS like
knowledge graph traversal in both of our pipelines. Though the traversal is mostly
similar in both pipelines, there exist differences in how we are exploring a node in
the traversal path. The graph traversal is performed for each chunk retrieved from
the normal RAG. It will start by first finding the associated node for that chunk
and considering it as our starting node. Then starting from that node we will keep
visiting top N unvisited neighbors for M levels deep. Here N and M are two tunable
parameters where N denotes how many unvisited neighbors we want to explore at
each level and M denotes how many levels we want the traversal to continue. We
have considered N and M both to be 3 in our test case for less time complexity. The
top N neighbors are selected based on the edge weights of my current node and the
neighboring nodes.

While visiting a node in the MCQ generation pipeline, we will verify topic relevance
of that node with a topic verifier function. If a node’s content gets topic verified,
the traversal for that retrieved chunk will stop and the next chunk’s traversal will
start in the same way.

However, while exploring a node in the answer extraction pipeline, we keep an
expanded context list and add current node’s content to that list. After visiting the
node, we check if the input MCQ is answerable with the expanded context till now
with our designed “Check Answer” function. If at any point we find the MCQ to be
answerable with the expanded context, we return the correct answer option and stop
the entire traversal immediately. However, if the MCQ is not answerable yet, we
keep adding content of the node currently being explored to the expanded context
list until we reach level M and thus finish traversal for one chunk. If traversal for
the first chunk does not produce the answer of the MCQ, we keep doing the same
traversal operation on all the retrieved chunks in the normal RAG.
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Chapter 5

Results

This chapter of our research focuses entirely on evaluating each phase of our frame-
work.

5.1 Performance of Extraction

Google’s Tesseract 4 Engine generally achieves excellent accuracy in reading PDF
images but produces errors during specific cases. It generates incorrect results con-
taining noise effects especially when processing pages with images in between sen-
tences or paragraphs. We needed to use manual extraction with Google Lens for
all instances where Tesseract-OCR failed. By uniting Tesseract-OCR, with manual
google lens based data extraction, we achieved higher accuracy in identifying correct
text from PDF images and eliminated substantial dataset errors. The performance
of google lens” OCR was almost 100% so we decided not show the performance here.

Tesseract 4 Extraction accuracy (20 random pages per book)
100

Accuracy of Extraction (%)

Bangla Shahitto Shohopath B.G.S

Book Name

Figure 5.1: Tesseract’s Performance
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5.2 Performance of Question Generation

Our inability to measure the quality of multiple-choice questions through basic met-
rics, led us to develop our own assessment system for evaluating our framework’s
generation quality. We have chosen in total of 4 metrics to evaluate our MCQ
generation quality:- "Distractor quality”, "Contextual relevance”, "Perplexity” and
"Diversity”.

5.2.1 Distractor Quality

The most important metric to evaluate an MCQ is how good its distractors are.
Therefore, we have designed the below framework to score our generated MCQs
based on their option qualities:

( ) (

Input Scoring Calculation Metric
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Correct Answer
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Figure 5.2: Framework for Distractor Quality

Equations

Each MCQ has one correct answer and 3 distractors, which result in 3 pairs of
options : correctAnswer-distractorl, correct Answer-distractor2 and correct Answer-
distractor3. Therefore, we wanted to score each pair separately (out of 3.33) and

36



then consider the sum of 3 pairs as our metric’s final score (out of 10). For scoring
each pair, we have depended on their cosine similarity score. If the score is less than
the gold standard threshold, we have scored the pair linearly with the equation of a
line that passes through (0, 0) and (Threshold, 3.33). If the pair similarity is higher
than the threshold, we scored it with a linear equation passing through (Threshold,
3.33) and (1, 0).

S

(Threshold, 3.33333)

\

1 ,/ Threshold ——

0 o1 0i2 0:3 0i4 0i5 0i6 0!7 0!8 0!9

Correct Answer And Distracor Cosine Similarity

Each PJir Score

Figure 5.3: Graph of Pair Scoring Equation

The main intuitions here were - if the pair similarity decreases from the gold stan-
dard, the distractor’s relevance to the correct answer also decreases, which should
eventually decrease the pair score. This behaviour is characterized by the first lin-
ear equation (Blue line). However, if the pair similarity tends to 1, the distractor
is semantically too close to the correct answer, which should also penalize the score
significantly. This phenomenon can also be observed for our second equation (Green
line) where the pair score becomes 0 as the similarity reaches 1.

Therefore the main mathematical equations that we have applied for evaluating each
pair of our correctAns-distractor is:

Pair Similarity

Max Pai .
ax Pair Score Threshold

; if Pair Similarity < Threshold

Pair Score =
Max Pair Score Max Pair Score

B  Pair Similari . s ]
1~ Threshold Pair Similarity + |~ Threshold if Pair Similarity > Threshold

Threshold Calculation

Our goal was to take the 100 board exams’” MCQ questions, from our created an-
swer prediction’s evaluation dataset and extract a gold standard similarity thresh-
old from their (correctAnswer-distractor) pairs. We have used ”shihab17/bangla-
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sentence-transformer” to vectorize all 4 options of the 100 MCQs into embeddings
and calculated the cosine similarities between the 300 pairs generated by them.

Frequency Distribution of Cosine Similarities of 300 pairs
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Figure 5.4: Frequency Distribution of Cosine Similarities of 300 pairs

We decided on using the 90th percentile value as our standard similarity threshold,
primarily due to two observations -

Firstly, from the frequency distribution graph of the similarity scores, we can observe
that our graph is left skewed. Therefore, taking the mean would be less efficient as it
will be significantly skewed by the outliers. Secondly, if the similarity score crosses
this threshold, we will be penalizing our score for each pair strictly, as the slope of
our second equation is steeper than the first. Therefore, choosing the 90th percentile
as our threshold ensures that most MCQs stay under this strict threshold and thus
get scored less strictly (linearly) through the first equation.

After determining each of the three pair’s score using the derived pair scoring piece-
wise function, we have summed these up to get the final Distractor quality score.

3

Distractor Quality = Z Pair Score;
i=1
We also wanted to compare our MCQs score with the feedback of one of the popular
LLMs of the current market. Therefore, we have used one shot prompting with
GPT-4.0 to score the same MCQs alongside. We have designed the prompt with
detailed example and rubrics similar to what we followed in our manual calculation
method.

5.2.2 Contextual Relevance

We have designed this metric to measure how relevant our LLM generated MCQs
are to the contexts retrieved by our framework. The higher the score, the higher
relevance our question has with the context and vice versa. We are calling this
evaluation metric as contextual relevance.

38



Compressed
SBERT
Pipeline

[ Input )
Context & Query
4

Context L
Chunklng D

Transformer W
Embeddings
(€

LS) [Half Drecmorb

=5

Normalizatioru

with
Query Embeddlng 4

Top K R
Similarities

[atnx Multlpllcatlow

J

v
Top K 1
Weighted MeanJ

Figure 5.5: Framework for Contextual Relevance

If we put it mathematically, given the MCQ question ¢ and the corresponding con-
text C' = {¢y, 9, C3, ..., ¢u } Where ¢; being the context chunks, we had to first find
similarity score s; for each chunk from which we would calculate the total relevance
of an MCQ with the framework’s retrieved context. We have utilized our chosen
model “l3cube-pune/bengali-sentence-similarity-sbert” to pass both the MCQ ques-
tion and the context, independently through the same shared encoder. It splits the
context into multiple chunks and converts both the chunks and the question into
high dimensional vectors (768-dim) allowing us to run mathematical computations
when necessary. We pool only the [CLS] token representation from the final hidden
layer. [CLS] is trained as a summary token especially for classification tasks. In
practice it captures the global semantics of the chunks. After that, we have per-
formed L2 normalization on our embeddings making them comparable based upon
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directions instead of magnitude.

The BERT encoders consume significant computational power and memory, that is
why we have used a compression technique to avoid these issues. Our compression
strategy was to convert FP32 weights to FP16 (16 bit floating point) , maintaining
floating point semantics (exponents, fractions) but at half precision. This is common
in mixed precision training and inference with frameworks like PyTorch in our case.

Equations

The equation of everything mentioned previously would turn out to be:

Conceptual Equation: ¢(x) = L2 Normalize(Embeddingcompress ()))

For our given MCQ question ¢ and each context chunk ¢;, we find the similarity
score s; like this:

si = cos(¢(q), ¢(c;))

After all of this is done, we have sorted the similarity scores of each chunk s; in
descending order. Finally to calculate the contextual relevance score of the MCQ),
we have calculated the weighted mean of the top 3 chunks.

3
wi = 0.60, wp = 0.15, ws = 0.067, W =Y w; = 0.817

Jj=1

3
1
Contextual Relevance Score = W jzl W;s;

Weight Calculation

For determining the weights, we have randomly selected a total of 60 questions (20
from each model) generated with our framework and manually checked if the ques-
tions were actually created from the highest scored chunks given by our relevance
model or not. If not, we have checked the second highest scored chunks and so on.
If a question is generated from a particular chunk we have marked that as a "Hit”
for that chunk.

Highest Scored Chunk 2nd Highest Scored Chunk 3rd Highest Scored Chunk
Hits 36 9 4
Percentage 60% 15% 6.67%

Table 5.1: Overall Hits from the chosen 60 MCQs

As the overall "Hits” percentage went up to a satisfying 81.67% for the top 3 highest
ranked chunks — we have decided to make a trade off and not look further beyond
the third highest chunk. From this observational data, we have decided to take the
weights according to the percentage "Hit” contribution of the chunks. Therefore,
our three consecutive weights for the first, second and third highest scored chunks
are 0.6, 0.15 and 0.067.
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Model Chunk 1 Hits Chunk 1 % Chunk 2 Hits Chunk 2 % Chunk 3 Hits Chunk 3 %

Gemini 2.0 Flash 14 70% 3 15% 2 10%
Qwen 3: 14B 11 55% 3 15% 2 10%
Gemma 3: 12B 11 55% 3 15% 0 0%

Table 5.2: Model-wise Hits Comparison

5.2.3 Perplexity

This metric indicates how natural or fluent our generated questions are according to
our chosen monolingual BanglaGPT model. Lower perplexity means the question
aligns well with the patterns of the BanglaGPT model’s training domain. Perplex-
ity score can also be used to detect anomalies, as higher score highlights that the
generated questions are contextually odd or contains grammatical errors. It played
a significant role in distinguishing the high quality and low quality MCQ questions
generated by our pipeline. More on the effectiveness of perplexity in the "Perplexity
Result Analysis” section.
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Figure 5.6: Framework for Perplexity

To begin, we have eliminated the distractors and inserted only the question text as
input to the model. After that, the GPT2Tokenizer splits the question into tokens
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using sub-word level tokenization, maps each token to a numerical ID from the
tokenizer’s vocabulary and converts the tokens into PyTorch tensors. Subsequently,
it executes the shahidul034/BanglaGPT model on the input tensor to compute the
cross-entropy loss for language modeling. By taking the exponent of the cross-
entropy loss value, we get the final perplexity score of the generated questions.

Equations

The primary formula to calculate perplexity of a language model was used for finding
out the perplexity score of our sentences.

t
Perplexity(Y) = exp (—% Z log{pg(yi]y<i)}>
i=1

Here, po(yi|y<;) is the probability that the model assigns to the i-th token given all
the previous tokens. The log probability log(pe(vi|y<:)), handles the multiplication
of probabilities. The negative mean of all the log probabilities determines the cross
entropy loss. The exponential function (exp) converts the score to a positive value
and gives the actual perplexity score. For instance, if a model predicts the subse-
quent word in a sentence with a high probability (0.9) based on the preceding words,
the perplexity score will be approximately 1.112, which is exceptionally low. Con-
versely, if a model predicts the subsequent word in a sentence with a low probability
(0.1) based on the preceding words, the perplexity score will be approximately 10,
which is significantly high.

5.2.4 Diversity

We have designed a diversity metric using Shannon Entropy [9] which evaluates the
variety of question types per set. To implement this, we have prompted one of our
chosen generative models (Gemini-2.0-flash) to classify each MCQ into one of the
10 predefined question categories- What, Who, When, Where, Why, How, Which,
Yes/No, Whose, How much/many. The number of categories could be extended,
but in our test case we chose it to be 10. From the LLM’s output, we have extracted
the total count of questions for each type to calculate the entropy. The range of the
entropy lies between 0 and log2(N) where N is the total number of categories. In our
case, as we have 10 categories, the maximum value of entropy is 3.321. To turn the
maximum range into a better number, we have normalized the entropy such that
our diversity score range becomes: 0 to 5.

Equations

Entropy quantifies the uncertainty, or randomness most often associated with the
distributions of categories, calculated as:

_ Question Count in Category i

H=—-5 PFlog(F; b= :
; 092(F) Total Number of Questions

Here, P; is total proportion of questions in category i and n is the number of cat-
egories. After extracting the question count in each category from the generative
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model, we have applied the formula and summed the contribution of each category

to get the final entropy.
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Figure 5.7: Framework for Diversity

5.3 Evaluation Data

Our system produces a set of 10 MCQs per given topic area. For evaluating the
generated MCQs, we have used 3 topics to generate 3 sets per generative model, for
each of the 3 books which resulted in a total of 270 multiple-choice questions.

Subject Model Topic Distractor Quality AI Feedback Contextual Relevance Score Perplexity Score Diversity
1 8.28 7.49 62.67% 24.82 2.95
Gemini 2 8.08 8.51 43.41% 29.77 2.37
3 8.34 7.72 28.09% 48.37 3.68
1 8.06 8.07 60.70% 10.75 2.54
ShohoPath Qwen 3 2 7.32 8.14 48.25% 10.12 3.20
3 7.75 8.15 23.29% 13.05 3.68
1 7.93 7.83 50.91% 10.06 2.54
Gemma 3 2 7.85 7.92 47.12% 22.18 3.27
3 7.64 8.23 27.57% 30.22 3.20
4 7.51 8.20 45.46% 30.57 2.05
Gemini 5 8.51 8.19 48.38% 12.28 1.02
6 7.56 8.10 35.75% 10.65 3.50
4 7.66 8.08 46.45% 6.77 1.09
Bangla Shahitto Qwen 3 5 7.78 8.03 49.79% 10.15 2.54
6 7.84 8.29 37.21% 5.68 3.68
4 7.11 8.30 40.90% 26.96 2.24
Gemma 3 5 5.46 8.16 45.89% 14.04 3.50
6 8.14 8.35 37.05% 10.47 3.99
7 8.34 8.15 53.68% 9.29 3.39
Gemini 8 6.53 8.39 60.94% 10.21 2.78
9 6.94 8.21 58.94% 7.76 3.27
7 7.39 8.35 45.21% 4.60 2.66
BGS Qwen 3 8 7.74 8.55 66.98% 3.69 1.95
9 7.68 8.39 53.88% 4.61 3.20
7 7.33 8.51 53.56% 9.09 2.78
Gemma 3 8 7.44 8.17 62.18% 8.49 3.39
9 7.00 8.12 59.61% 7.17 3.99

Table 5.3: Each metric’s average score per set for 270 generated MCQs. (For detailed

data, click here)

We are presenting the average score per set for each of our metrics in the above
table, but the detailed evaluation data can be found in the ”Appendices”. Here
topic number was assigned based on each topic text and its retrieved context per
subject. For example, the "Shohopath” book’s topic no. 1, 2 and 3 for Gemini,
Qwen 3 and Gemma 3 denotes that the same retrieved contexts for those topics
were given to all three generative models to create MCQs.
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5.4 Performance of Answer Prediction

Unlike MCQ generation, answer prediction performance can be calculated by a
simple metric like accuracy as the MCQ dataset for testing was balanced and errors
were equally costly for each option. Details about how we created this dataset can be
found in the "Data source” section. Evaluation data for Answer prediction accuracy
per subject is given below:

Answer Prediction Accuracy (Subject-wise)

100 | | | |
84.8 84.8 318 83.83
80 | :
X 60| .
>
Q
o
g
S 40 - :
20| :
0
BGS Bangla  Shohopath  Overall
Shahitto

Figure 5.8: Subject-wise and Overall Accuracy of Answer Prediction

This accuracy evaluation was done specifically on the testing dataset of 100 board
exam-given MCQs, which was described in the "Data” chapter. Since our frame-
work predicts the answer through generative LLMs, the format was not dependable
enough for an automated evaluation process. Therefore, we had to manually check
in the question bank if the answer matched with what the LLM predicted. From
the subject-wise comparison, we can see that there is not much of a difference in
performance among our chosen subjects. The overall accuracy of the answer predic-
tion was 83.83% which is till now state of the art for academic MCQs for Bengali
medium curriculum.
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Chapter 6

Result Analysis

6.1 Distractor Quality Result Analysis

Effectiveness of the metric

In our evaluation phase, we have observed that our metric ”"Distractor quality” ef-
fectively distinguishes between good MCQs and bad MCQs.

Empirical examples:

"R FOFC AW (&I e 1S 27 27,

“correctAns”: 75oWwo”,

"distractorl”: "56¢Q¢”,

"distractor2”: 75eWLE”,

"distractor3”: 758907

Our method scored 9.75, as the distractors’ reasonable years makes the MCQ more
engaging and creates the effect of plausibility.

71T SO (GATHSICAR TG R (RS ST I SHTIBA (o117 FraTa FIRe FI
% ?”7

"correctAns”: "IN FATET fFCIT TSI (S BICF R FE7,
"distractorl”: (T o2& SeRAMET AfFATET T3,

"distractor2”: "7 fze 3@3 ﬁﬁ)f”,

"distractor3”: 73 ool Y% 761",

Our method scored it 3.53. Here we can observe clearly that all the distractors
are sentences that carry different meanings, all of which have less relevance to the
correct answer.

THIFOIGAT SAFSITT JeT Afe7 (& 77,
"correctAns”: AT (T3,
"distractorl”: " ITFBIT 15,
"distractor2”: ""ATTFBIN 513",
"distractor3”: "oEBI 573",

Our method gave this a score of 0 as all the options are the same.

From our evaluation data we have noticed that the average scores of our method
and GPT on numerous set of MCQs were very close. Our score’s closeness to one of
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the popular LLMs on market clearly depicts the effectiveness of our mathematical
evaluation method. For further empirical evidence, we have chosen 10 comparatively
high scored MCQs and 10 low scored MCQs to show the comparison in details below:

{"question": "AHFHA (INF OAW STAGHRA Frer e F?", "correctAns™:
"ASTES ", "distractor1”: "t FHFET", "distractor2": "Fr¥F", "distractor3": "FIF"}

5.96799

{"question": "STMMLA I AETF (F?", "correctAns": "TfFYf ", "distractor1™:
"FHT", "distractor2": "'ﬂ'EHﬁT-l’ ", "distractor3": "SR "}

5.24218

{"question”: "OTA% SIFCHRA FFre1E (s FF f&F1?", "correctAns™: "FTR/TEE ",
“distractor1": "f@&", "distractor2": "Sra%& ", "distractor3": "aﬁsn,ﬁ "}

5.90827

{"question™: "4 SA@T Ty @FRY F?", "correctAns”: "I AT 3 TARIT
7t ", "distractor1™: "SIIITST 8 '{q‘ﬂ@", "distractor2": "laziness and inactivity",
"distractor3": "STOICTEAI AT AT (F8IT"}

3.52835

{"question”: "Y FIft IS (=T AT 77 STF 7 F ¥7EH TS TWT 2",
"correctAns": "‘ﬂ%ﬁ' @ R TETCT AFTH", "distractor1™: "y AR TSI,
"distractor2": "SITANEMN ", "distractor3": "Raf&E "}

5.53982

{"question”: "8 R CIFAET I P @I oI FUIT 6T (T TNT
FT 1 f2T?", "correctAns™: "I TATAT RO 26IF (FS OIF o9z FEM ",
“distractor1": "G f&e g XA FOA", "distractor2”: "¢T fieT 47X A",
“distractor3": "7 et 3R 7H"}

5.60914

{"question": "FAGI% (FEIBT AT FN=T FI TSI FCOA 2", "correctAns": "IWd,
S @ WfReT ", "distractor1”: "SYNE AMNF TR ", "distractor2”: "FEH AR
ST, “distractor3": "SfSfAE NS S}

5.63103

{"question": "FTSI AT FRE TIF Ft JEFRET 2", "correctAns”: "fSfer SeesT a1
OIF ARE Fo 28IT SE®", "distractor1”: "fof a@wF @1 MR WY FEfREWT ",
“distractor2": "fefy NI FF (FTEN FI1 IS FA ", "distractor3”: "fSfy SAHEI FH
RS I PO M e "}

5.1706

{"question": ""ErIFe IEa SENT " 43 T FOF & FIIT 7S AT
SR 2", "correctAns™: "Ife®, 51 8 (ABEF SR ", "distractor1”: &It 8
FHSEFMA ", "distractor2™: "R @A ", "distractor3": "SsAfFe TEE "}

7.82038

{"question": ""3IS JR-JT TATCT" FREW ‘B - 77 F aSFeT 27,
“correctAns": "fRTHIAT 3 #", "distractor1™: "qﬁ? H1ET", "distractor2": "AEE
", "distractor3": "gfoq @ T}

6.19264

5.66104

6.60001

2.90001

6.10001

4.80001

6.90001

5.60001

4.50001

6.60001

4.60001

4.20001

5.220009

Comparatively Higher Scored Mcqgs

Our
Score

Avg.

Gpt
Score

Avg.

{"question™: ""IRAT" NGB T FH T TFfTS TI?", "correctAns™:
"SdYo ", "distractor1™: "S»¢¢ ", "distractor2”: "S>ba ", "distractor3": "S»90"}

7.12999

{"question": "THFG (F A FTREM (T 2", "correctAns": "ITeRIT
TS, "distractor1™: ’{B’Iﬂ' ST, "distractor2": (@& YIS, "distractor3":

)

9.79424

{"question™: "JNF AF FaT F f&1?", "correctAns™: "N IIEFTE FCTA ",
"distractor1": "S¥ifF fifiFe =@", "distractor2"™: “‘qﬁiﬂﬁt ", "distractor3":
"R ST}

6.58883

{ "question™: "SIMTIOT FRA (FWE TB?", "correctAns": "M ITAFII ",
"distractor1": "I T@", "distractor2": "FAFGT ", "distractor3": "SEANT "}

7.59977

{ "question": "STMIG FIF SIFTSIIA TFTT FE 2", "correctAns™: "GifET
BT ", "distractor1”: "FuT", "distractor2": "R ", "distractor3": "MfFIIfe
TN}

9.7957

{ "question™: "STGIM STNPIG FIF (FNT?", "correctAns™: "STAPH ICTHPINR ",
"distractor1": "Mf4F IEHIRGA ", "distractor2”: "fAgfeeIT I ”,

"distractor3": "I~ JRTIR "}

9.82652

{ "question™: " (AT STMHTT TSI IF AT IFTST AT SAEFFE T
T SRS TS SEEE wf¥?", "correctAns™: "N IEHIEIT
"distractor1": "SIAPRH ICHINR ", "distractor2": "RefeexT ITwrmaT *,
"distractor3": "IsaIT 83"}

7.43301

{ "question™: "(F1F STMHG MF IEHRNTT (FAT?", "correctAns™: "THAFAT
R, "distractor1": "isMI ", "distractor2": "SIAIRNe ", "distractor3":
"IAENF "}

7.87338

{ "question": "SIATTEF ICHPNNET STT (FI AFFCH SIT ST FAT
T@®?", "correctAns": "T®q, FROM, @A ", "distractor1”: "FrAfaE
F ARFmE ", "distractor2”: "2feafiF sfHama ", "distractor3": "SfHF
@ ")

5.96799

{ "question™: "5>89 ST & IR AGCEF TN (T8 FWF 2",
"correctAns": "FqSre1 ", "distractor1”: "BIFI", "distractor2": "R ",
"distractor3": "I "}

5.24218

7.72516

9.20001

7.20001

7.10001

7.50001

7.30001

8.40001

8.60001

8.40001

8.10001

7.90001

7.97001

Figure 6.1: Detailed Comparison between Al and Our

Low Scored MCQs
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Model Comparison

Our framework generated MCQs with mostly good quality distractors for all gen-
erative models. The comparison between their performances for both calculated
method and ”Al feedback” is given below:

Our Method's Scores On Gemini 2.0 Flash Model's Generated MCQs ChatGPT's Scores On Gemini 2.0 Flash Model's Generated MCQs
= Score == Average = Score = Average

10 10

20 40 60 80 20 40 60 80

Score

Number of MCQs Number of MCQs

(a) Gemini MCQs (Our metric) (b) Gemini MCQs (GPT-4)
Our Method's Scores On Qwen 3:14B Model's Generated MCQs ChatGPT's Scores On Qwen 3:14B Model's Generated MCQs
= Score == Average
10
, A AN AAMM My
v V7 VoVNy Y v vy
6
° 20 40 60 80 ’ 20 40 60 80
Number of MCQs Number of MCQs
(c) Qwen3 MCQs (Our metric) (d) Qwen3 MCQs (GPT-4)
Our Method's Scores On Gemma 3:12B Model's Generated MCQs ChatGPT's Scores On Gemma 3:12B Model's Generated MCQs

= Score == Average = Score == Average

AAIMAA_ A AN, MA AN\

8 8 4\/ \/WAWAV \I \Vj \l v v V \74

Score

Number of MCQs Number of MCQs

(e) Gemma3 MCQs (Our metric) (f) Gemma3 MCQs (GPT-4)

Figure 6.2: Comparison of MCQ scores for Gemini, Qwen3, and Gemmad3 models
using Our metric vs GPT-4.

From the above graphs we can see that our metric’s average score on 90 Gemini 2.0
Flash MCQs, is 8.5564 whereas GPT-4’s average score is 8.1125. On Qwen 3 : 14B
generated MCQs, our metric scored 8.5989 whereas GPT’s average score is 8.1687.
Our metric’s average score on MCQs generated by Gemma 3 : 12B is 8.1125 while
ChatGPT’ average score is 8.2290. Form here we can hypothesize that Gemma 3 :
12B model generated slightly better quality of MCQs than Qwen 3 and even Gemini
2.0 Flash.
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6.2 Contextual Relevance Result Analysis

Our contextual relevance scoring metric has calculated the relevance percentage for
every context chunk corresponding to that particular question.

Effectiveness of the metric

To evaluate the effectiveness of our metric, we wanted to see if it can distinguish
between correct context and irrelevant context for an MCQ. For an empirical ex-
ample, we have taken 10 randomly picked MCQs generated by us and shuffled their
contexts to see if our metric can differentiate the effect.

MCQ (J1=T) Correct Context Score(%) Shuffled Context Score(%)
I’ FITH S Fo AT AFIPIS 2 2 67.64 39.44
JRATCE SYHF F0@T 4FF A9 67.17 38.75
TTHRCR WL (F DG ?

‘IR FOE@T @R bR@bg Al 63.49 43.89
SIS Y 7

@IRFE Ao, SJRNCE I FACo 6T 20T 52.63 15.98
SITR F 23T B ¢

eI IRT BIFE J0eT (REB ol B 61.70 21.21
ASATAR SBIR TR ?

oI 52 AW SHoHABICe FoT QT 60.50 33.54
(20T SIqgls (N et ?

SSLS ATCETR ST (I glaco! 12 68.07 19.78
IfSqa TiacE 5 OAifice gfie 3419

ZRBIT BT FCEA 7

STSTCR fTorat AfEm Folb ZRT 57T 73.03 10.07
18 T ?

04 SRS 5139 S150 361 S hs ) 126 2 74.04 13.21
ST HHPE SR(AT WIHH (@I Lh00- 73.48 17.53
TR SFA P66 F1 5783 7

Table 6.1: Contextual Relevance of MCQs with Correct and Shuffled Context
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Contextual Relevance Comparison with 10 Random MCQs
== correctcontext == shuffled context

80.00%

60.00% \/

40.00%

20.00%

Contextual Relevance Score

0.00%

2 4 6 8 10

MCQs Serial no.

Figure 6.3: Contextual Relevance Comparison with 10 Random MCQs with Correct
vs Shuffled Context

In the chart above, the blue line represents the contextual relevance scores for the
10 randomly selected MCQs given the correct context i.e. based on which they are
generated by our LLMs and the red line depicts the score when the context is not
their corresponding one. It is clearly visible that when the context is shuffled for a
particular question the relevance score drastically decreases as the red one stays well
below the blue line across every MCQ. This wide gap between the two lines makes
our relevance scoring model successful as this is what we were looking for.
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Model Comparison

== Score perMCQ == Average Score == Score perMCQ == Average Score
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Gemini 2.0 Flash Generated MCQs Qwen 3: 14B Generated MCQs
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== Score per MCQ == Average Score
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0.00%

20 40 60 80

Gemma 3:12B Generated MCQs
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Figure 6.4: Contextual Relevance Score comparison of Gemini, Qwen, and Gemma
models.

In the above graph plots, we can see the comparison of the contextual relevance
of the questions generated by all 3 LLMs - 90 questions each. We have calculated
that Gemini 2.0 Flash, Qwen 3:14B and Gemma 3:12B gave the average weighted
means of 48.59%, 47.97% and 47.2% respectively. Even though while calculating
the weights manually we have already seen that more than 80% of the questions
are generated from those three chunks. We have detected that the average is a bit
on the lower side because, the chunks where the questions were actually generated
from, sometimes contains other irrelevant sentences/topics. These outliers drag the
individual similarity score of a chunk down. Besides, the weighted mean penalizes
the score more when the third ranked chunk gets a lower score than the other chunks.

6.3 Perplexity Score Analysis

Effectiveness of the metric

From the generated MCQ questions of our pipeline, we have randomly chosen 10
questions for empirical analysis. To clarify the difference, we have manually edited
those 10 questions by shuffling the words in random order and incorrectly changing
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the spellings of random number of words. The perplexity scores for these bad MCQ
questions increased noticeably.

BanglaGPT
Perplexity Score
SATICT S50 ST S (F1af6?", 2.43
"STAPTFR IETTENET 370 SEETST SaNeTa A1 J12", 5.57
"IN CTTTIT SO ST (@FEs 2", 5.53
FRrgfOgTT TEATTIET THNT (FIAG T &85, 2.74
T b Fae &R I 4.44
T VA ST Q- ST 76152, 7.61
(FT AT IR TFFOF FI-TT-THT CTRF AT FAT TAR? 5.5
ST AT I Ao M FerT s T@w? 3.14
"SIRYE TR SfAE FH &y 2" 3.88
" TTEIEE F1EY F© TR TICT AN TERTIETT T A2, 7.49
BanglaGPT

Perplexity Score

ST ATOHANS S AT (FTAG5? TS PIHET, 14483
"STAPTER SEATATSTS] IEHEHIIF 9363 SHTCIFS qF 142", 72.67
"B T IETEIERA @RT63 SR ST 2", 48.94
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Figure 6.5: Comparison of perplexity scores between edited questions vs generated
questions

From the above comparison, we can clearly notice that our generated questions have
lower perplexity scores, which indicates that the generated MCQs by our frame-
work are generally more fluent and has fewer spelling mistakes. But the edited
and rearranged questions have much higher perplexity scores than our generated
questions. For instance, the generated question “TS@Pel AN 2T (1T -IN
ST 21815 27 has perplexity score of 7.61. The edited question of this generated
question is TSP DTN TG (T - O (BTG5S 27 which only
has spelling mistake, but the sequence is the same as the original ones. It gets a
perplexity score of 102.55, which is almost about 12 times higher than the original
question’s perplexity score. Again, the question "3 IR Bicad 24 @RIes
FT?7 has a perplexity score of 3.88 but manually rearrangement and mispelling of
random words for this question resulted in the following: “IIMO BI5@d I
SIS (IO $T 27 The perplexity score of this question became 73 times
higher than the originally generated question’s score. This validates the effective-
ness of our perplexity metric detecting sentence fluency.
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Model Comparison

Gemini perplexity vs MCQ question
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Figure 6.6: Gemini model: Perplexity scores and frequency distribution

From the above graphs of perplexity scores, we can observe that MCQs generated
by Gemini 2.0 flash has the highest average of 20.41. The average of perplexity
is elevated due to the presence of several MCQ questions that have exceptionally
high perplexity scores, which also exhibited the irregular peaks in the graph. As
the perplexity score is determined by the training data domain of BanglaGPT, it
presents some intricate words as losses, consequently resulting in a high perplexity
value even though the question is fluent enough. However, by doing a frequency dis-
tribution, we have found that most of the questions’ perplexity range is between 10
to 20, which depicts that the fluency of our generated MCQ questions are generally
good and causes less perplexity for higher frequency of time.
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Qwen3 perplexity vs MCQ questions
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Figure 6.7: Qwen model: Perplexity scores and frequency distribution

The Qwen 3 model has the lowest average perplexity among the three models. It
has an average of 7.74. Based on the frequency distribution, 70 questions fall under
the perplexity range of 0 to 10. From the line graph, it is evident that all lines are
situated within a closer proximity to the perplexity range and exhibit significantly
reduced, pronounced spikes.
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Gemma3 perplexity vs MCQ questions
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Figure 6.8: Gemma model: Perplexity scores and frequency distribution

Gemma 3 model has an average perplexity of 15.40. In the graph, we can see that
a couple of big spikes are just like the Gemini 2.0 flash model. In addition, the
majority of the perplexity questions fall within the range of 0 to 10. Based on the
frequency distribution, there are 43 questions with perplexity values between 0 and
10, while there are 30 questions with perplexity values between 10 and 20.

6.4 Diversity Analysis

Effectiveness of the metric

To judge the effectiveness of our diversity metric, we have randomly selected 2 sets
of generated questions scored by our metric - one relatively higher scored and one
lower scored in order to analyze. We wanted to see if our diversity scores could
differentiate between a set with low variety and high variety of questions.
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Figure 6.9: Comparison of Diversity Scores Between Diverse Set and Similar Set

From the above graphs we can clearly see that in the question set with less diversity
score, there are only 2 types of questions - "Which” type and "What” type. As
a result the calculated entropy resulted in a diversity score of 1.33 out of 5. On
the other hand, there are 7 types of questions in the higher scored set, so the
higher entropy values resulted in diversity score of 3.49. This shows that our metric
effectively evaluated the diversity of the question set.
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Figure 6.10: Diversity Score comparison of Gemini, Qwen, and Gemma models.

In the graphs, we can observe that among the three generative models , Gemma
3 has the highest average score (3.2088), followed by Gemini (2.8893) and Qwen
3 (2.8364). From the evaluation data table, we can notice that most of MCQs’
diversity scores are above 3. This shows that our framework generally produces
diverse set of MCQs for all generative models.

6.5 Knowledge graph size dependency

We have created two approaches for both of our MCQ generation and answer extrac-
tion pipelines to detect performance variance depending on graph size and database
scope. In the evaluation phase, we have noticed a performance increase in both
pipelines when the graph space gets smaller. As the knowledge graph in the first
approach was created from the entire book, the density of the graph was higher.
This resulted in lower chances of our graph traversal reaching the exact node, where
the answer of the given question lies or the given topic is most relevant with. The
chance gets higher as the graph space gets smaller in the second approach where
we created knowledge graphs for each chapter separately. Moreover, in the first ap-
proach, we were performing vector search in the vector database of the entire book
whereas in the second approach, the search was performed only in chapter-separated
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databases. This resulted in lower time complexity as well as better performance due
to less irrelevant embeddings in the search domain.

This phenomenon can be especially noticed in the answer extraction performance.
An empirical performance comparison between two approaches given below:

Accuracy (%) vs. Approaches
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Fry 50
(3]
5
o
<

25

0

Entire Book Approach Chapter Separated Approach
Approaches

Figure 6.11: Answer Extraction Accuracy Comparison for Two Approaches

We can see that the answer extraction accuracy jumped from 84.84% to a 93.9%
when we used the chapter separated approach. This comparison was done by ran-
domly selecting 30 MCQs from our dataset for answer extraction accuracy. The
bar-chart clearly depicts that reducing the graph space and database scope can sig-
nificantly improve performance of answer extraction. Since the framework for MCQ
generation is very similar to answer extraction, a chapter-separated approach will
increase the topic relevance for generated MCQs as well. However, we have decided
to show the comparison for only answer extraction, since it uses a simpler accu-
racy metric and the difference is more apparent here. This approach also reduces
the time taken to extract the answers or generate the MCQs, as we have a smaller
vector search space as well as graph traversal space.
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Chapter 7

Work Plan

The first part of the thesis research starts during phase one with conducting back
ground problem analysis through literature studies. We finished additional courses
which supported AI development and Deep learning alongside a specialization of
fered through Coursera. Among scholarly resources such as IEEE, ACM and Se
mantic Scholar we gathered approximately thirty research papers to establish an in-
tegrated understanding about current work in the field. Team members performed
paper selection by evaluating abstracts coupled with conclusions from published re
search linked to the investigation area. Through a process that started with 30
papers we selected the 20 most appropriate ones aligned with our research objec-
tives. The extensive amount of writings in each paper required group members to
break down responsibilities for specific section analysis. Our team assembled joint
thoughts to develop an initial foundation section for the literature review we plan
for future use and to identify research pathways throughout this domain.

The second phase of our research contains baseline framework development comple-
mented with preliminary analysis and data collection tasks. This phase followed our
research design by constructing an academic text dataset which forms an important
part of our analysis. Our collected data underwent preprocessing and formatting
before its usage for framework development. During the second phase we devel-
oped a baseline framework that will act as a foundation for constructing advanced
pipelines in the concluding stage. We developed a poster session during this phase
for presenting overview observations and approach techniques. The next phase will
benefit from our current data collection work and preliminary framework design
when building a complex testing pipeline with multiple approaches.
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Figure 7.1: Work Flow

In the third and final phase of the thesis, we have implemented state-of-the-art
pipelines for both MCQ generation and answer extraction. To enhance these pipelines,
we have created knowledge graphs based on entire books as well as each chapter sep-
arately. We have designed effective evaluation metrics to evaluate our framework’s
generated MCQs as well as performance of our pipeline’s answer extraction. We
have used multiple approaches on both of the pipelines as well as the metrics to
compare between these approaches. Moreover, we have performed results analysis
on our evaluation data comparing our multiple approaches. Research findings re-
garding this project will be presented with a powerpoint slide within this section.
Finally, We have formatted the paper with IEEE format to prepare for publishing.
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Chapter 8

Conclusion

The primary focus of this study is developing an advanced automated MC(Q gen-
eration and answer prediction system for Bengali medium SSC level students. There-
fore, we have applied text extraction from scanned SSC level textbooks, pre-processing
and chunking of those documents and construction of both vector based and graph
based representations, in order to build state-of-the-art multiple choice question and
answer generation pipelines. Leveraging a hybrid form of retrieval augmented gen-
eration that incorporates GraphRAG was our primary contribution in developing
the frameworks. Another significant contribution was designing the metrics suit-
able for evaluating a Bengali MCQ with analytical reasoning and intuition. This
study shows that our hybrid GraphRAG approach effectively produces high quality
MCQs and accurate answer predictions - therefore filling a research gap in case of
automated high quality assessment systems for Bengali medium.

Looking ahead, our framework can be extended by fine tuning embeddings on much
larger Bangla corpora. Also, alternative algorithms to find similarity search can be
experimented along with user in loop editing integration so that teachers can modify
or refine generated content in real time. Moreover, this study can be expanded
beyond literature heavy subjects and explore STEM domains which will broaden
the impact of our system fully across the Bangla medium education in Bangladesh.
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{"question": "I (XTI FISTE FIF ol T T3
ST SN FIRANE PRI FEF distractor-SET
OrTRa?","correctAns”: "fifed sfataa RCEACIEIGICRE
PR foE 99 S0 S (A" | g oazgl 764103 R 52.39%
distractor1": "&foe ST =2 FE"," =T |
distractor2": "SI NF ATFT I
FE","distractor3": "SI JHF FRET
(A T FE"}
"STw [{"question": "tTAT STTAGATT F© ST CRCIEEE ]
STATAR  [Srwsrze FE?","correctAns”: "s»3o 2(13 distractor-
AT (@FAF [V, BB, "distractor1”: "S»3¢ NI, ST R
AfFRRS"  [sEaE, "distractor2"; "S»33 M, 6.92782  8.20438 T3 Sad (W37 36.12%
GIRIE","distractor3": "S> NI, %@rm{aﬁm
EERUCH
{"question”: "tTAW SAFISHES FreTd ™ Distractor-8a
S foeT?" "correctAns”: "SRG HR"," TS AFM 3T
distractor1": " AT ATQA"," VRREGREIIED 5
distractor2": "J[Ata (SIS, "distractor3": RS i L G OFARES Lk
"STFIE 29 TR, ST, B2 N
(©3EI
{"question": "FITCTAT (FT ST TFIT® ST St =0T
23?" "correctAns": "S»8¢ NIE"," distractor-StT
distractor1": "S85 ST, "distractor2": 6.62345 7.93428FTF 1% a3 21.33%
"2 ST, "distractor3": "S> Yo NET"}, Tafesa, o

SlEEICERE]
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distractor3": "SI &E"},

{"question”: "IRAT TG T F ST S35 ST
ST SIS 2T?","correctAns™: "sdbo =8 distractor
S, "distractor1™: "S»>a @ ST, 9.74634 7.62351[TAROIE 5w, | 66.77%
distractor2": "5»8% WI¢T","distractor3": REREEIGH
"S>Y8 WY, i
{"question": "IFNT AGEI (F&T TS eP 9T
SfHafog g o3 12", "correctAns”: gfoFera
"Sta @S TREF 3 4N R A, B
TMeTd Fed","distractor1": "G 9.57216 8.03847|[RFTSEN AMEAT 63.49%
(AT AT Afew=J", "distractor2": RICRIGIEC)
"AEE FfAF Sfoerer,"distractor3": Tl
{"question”: "SITASAT FreTT TNSIT BERCIRIOE]
STETSIIA SIS A S5 P2 (NF (T fefete =it
SRS 2", "correctAns”: "81F e (TS,
AT BT ST fofel ST TRACCT 5T distractor-3
(ST ST & "distractor1”: "fsf | 5.00505|  7.8516/xrg<xt 38.33%
fore g M fEr,"distractor2":
distractor3": "fefa fATCT SGTCTT F80©
PIfREa"),
{"question": "STAS ST AT TRAT fafeles g
AGTEETA ST (FT fozer?”, " o1, [RFaaE
correctAns": "FTFTSI", "distractor1": 6.77665  8.01673(yg aviBie| | 58.99%
"BIFT","distractor2"; "FrE","
distractor3": "syIfEs"},
{"question”: "z (NCIY F6© SEARTT BIOENERERRIE
TTF (FF6?","correctAns"; "JT oy freg ==fo
", "distractor1": "I A4t FE@r," 8.09136|  7.74019 33T 9 57.91%
distractor2": "eg51e571","distractor3": ElNIEE
"f6f8"), distractor-%|
{"question": "SINFTF 39 TREEF (F1 I35 3 OoF N2
G5 HETEs foa g HE?"," e
correctAns": "SIfAf3Ifa", "distractor1": 8.92905  8.23114/AIfefes, 44.11%
" a3+ % FeeT","distractor2": "FIJ"," distractor-8
distractor3": "N}, TN
{"question": "JAIF BT At @I N3 Sax
A6 SDLY T T 277?"," (ST QTN
correctAns": "g& 16 M@, "distractor1": T afiim
"Fa9" "distractor2": "f5f8" "distractor3": itk ke RIEIGK] LA
BCEECE distractor-StwT
TR TR
'3RART MG |{"question”: "TGEA T FIRAN (PO 3T 2 18, O
AT 9T [T fofs T@ FAffe?","correctAns": distractor-8ET
SEEE  ["IRAET T W 8 a7 IR [EFORREERRIR
st (AR, "distractor1": "aF (AT 6.83724 8.58627|5T1y 1T 11.60%
fAar@waT,"distractor2": "SR@IE |
TSeF 363", "distractor3": "aF6
fed i),
{"question": "IRFT FT T Q2 TF ERERIGI
STR?","correctAns": "JfRwE TS A ANASTE NISIAT
(FTH A3 (73T 5= FAC@A"," RA® F felo
distractor1": "SI 5 AT 551316  8.66429 o F =¥, | 31.93%
Fatea", "distractor2"; "fisy FAtE"," SR TF M@ I9
distractor3": "SI A 3 FfFe! |
e},
{"question": "STEAT FIT Y (VT FE BIEERCEE ol
@ waqT 7@™T?", "correctAns™; IRk I
" distractor " "2 S 639012 7.72048° 5o T | 53 6%
SfwIEE @, "distractor2”: "I S ST T3
SEVIES 73", "distractor3": "SIy AFSH
G
{"question": "STEAT (FTTF AT T2 el 55
FEMRT?","correctAns": "X AT TS ST STH
SRWIET I, "distractor1"; "SwE"," 8.38991 8.09874©1¥1 IJRIF FA1| 16.87%
distractor2": "a3f6 sevE AMSE"," ST 20T
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{"question": "IRTTE {5® (F ©F T Distractor-Str
foeT?","correctAns": "FFER"," EROKREEE
distractor1": "ST=AT","distractor2": 8.92581)  7.49105 yerg o1 fae fo | 24:22%
"2ISN SNfer”, "distractor3": "XICT SNfeT"}, Bl
{"question”: "IENT fFeIF ST FIT VRIRIEACEIGH
(T=1e?","correctAns": "EEATE T e ==fe
RIS SAfera TSI Ay fe,” 7.78003 8.6702(FFIHH AT 34.17%
distractor1": "(&®%", "distractor2"; "(HISTT IXSEIERIGE
(50T, "distractor3": "SGTSRIS F&'"}, [BELRRE]
{"question”: "I SREMIES Ja P 7| o557 A BfET
(FF?","correctAns"; "SEAT"," EEEIEE RIS
distractor1": "3fZM=" "distractor2": 8.63596 7.654732(18 distractor | 34.34%
"2fFPER", "distractor3": "SIy AFEA AT |
),
{"question": "G (T IRAF fF & SeRd fofes
AT 75 792", "correctAns"; "SiF TTT EERTaGES
3¢ 1T AAFERS", "distractor1™: JfeFor I
"SI T ST, "distractor2” 7.22613)  8.21569 ey oz PRESNED
"SITET ST (3G I7eT", "distractor3": distractor IE
" '), RlEsCEl
{"question”: "IN FeTT BiF ST bBRIES)
I FAF (B8] Fa@a?","correctAns": EESANIGERSKE
distractor1": "S®NI F& FE"," iedliall S TG distractor SRR
distractor2": "SI J@ FE"," Sz
distractor3": "n31 FEF A FE'},
{"question”: "NGEF OB AfHfete CRERIERCLR
SIEAT 3 T AT Ft FEF?"," IR B ST
correctAns": "SI JIHTH S e & FE 97T, B2
ST I, "distractor1": "IRTMEIT F= | 7.91566]  8.41387|S7 S IEH (F1F| 35.88%
SRSTFer FE","distractor2": "SfmEE |
SRS BT, "distractor3": "s[{&uE F=x
TR SR FEA)
Bangla |Gemini 2.0 | {3z Fre1fer|{"question: "fRTT IR ST (fAT EBT IS
Shahitto Flash
ST TROITH [T BT ST Qered] FCrer?"," ERECIEREC)S
CTSAT" |correotAns”: "fExs! wfer" 376558 824715877 °F | 49,399,
distractor1": "sT=St (AT&I","distractor2": BIGEREIRIEES
"sIferTSt 39", "distractor3": "swe
[T,
{"question": "(IAFTF M ITEIT == G GBI,
(@ NG AT FEA?","correctAns™: o {3 7T
ST TISATE MG "distractor": "(TGT | 9.70415]  8.19846[QTAPLTE GHGT; | 44.69%
FIMGF G","distractor2”: "Sied FORG S%
MfS","distractor3": "1 %"}, |
{"question": "ITEIT SFITF T EETT GORe
T 2", "correctAns": "JfE"" EREENELY 5
distractor1": Zfﬁ’ F&","distractor2": Do Rl NRAFRT AR, Sk
"SI, "distractor3": "SIFE"}, RIGRIGEI
{"question": "(FIFT M@, TN [BEE:RIGIRICES
1T FTSTF TS FE Qrve?”," I 3 T
correctAns": "fREHE@F T3 FE"," ELRIGE]
distractor1": "f3e HwT AT, 8.59845  8.23957| 93B3 39.11%
distractor2": "snfa sYfe FIRET
ST, "distractor3": "W I
RICHCES
{"question”: "foTz IRET ST =TT T ICRUIE]
@ BT (FRITET T@E?","correctAns”: A ST,
"FATEE AT o1 o, "distractor": NGRS ST
"fir afeSTEa Wbt &, 8.63444|  8.17684{5Eg| 49.37%
distractor2": "33 9% TSFE o
SR T (R, "distractor3": S
g wferet wfa"y,
{"question": "(ARFTF (@, TV FTF F] %@W@m @9
correctAns": "ST&","distractor1": 8.10884 8.21593(x7y @q-q:| 38.41%

"TaIfS”, "distractor2": "SfE","

distractor3": "s@1"},
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{"question": "IrHIHI TS 2871

CRIBCABEIA

ST AT (T FTAOE W2S A EFOSIECS]
7", "correctAns": "I 78 I ITY 3 T, B |
CTSIES FT™d 8T, "distractor1”: 7.89103 8.13429 36.91%
"ferfire AT FAT","distractor2":
"SJfRF AT NS, "distractor3":
{"question": "(IRFTE o, JRANTH THa [BRE:RIGIRICL]
TR F1 I O 1 2871 Sfhw?",” AR TR JoTe,
correctAns": "faf3y wg wazy"," TE MEF
distractor1": "@%® F4T","distractor2": 823739 824938 TIPS | 52:63%
"S3:e FAT","distractor3"; "feaH=
4T},
{"question": "F¥ N FT& fGTTTT IE,
(agriculture) FAT JCTFT FTRFT FEGE GGRIEICH
TS T "CoreotAns”s "B TIT | ¢ o 1ol g 1957 TFAHT TR | gq 5y
(brain culture) ¥4T1","distractor1":
"SI ST (R8T, "distractor2"; "
5 F4T","distractor3": "H5T FI61"},
{"question": " BIRTHI" — 93 THf6 AT IR
@ FT (TR TE®?","correctAns™: T e TR,
"ETE T ST, "distractor1": 8.34118|  8.21247|S% NER 46.75%
"CTETSRE ST, "distractor2": "AfE T
ST, "distractor3": "(STYfE STy

"G ST [{"question”: "G ST (B TET [EBE:RIGI

w::f C:ngcmm;';mz: Ctgztr a‘::% 953222  8.17642° T 46.56%

FIGIF F","distractor3": "9 (=1
FE,
{"question": "SISO TN SIFT 1 EETB IS
AT FTACE TN & To1F TGfeet?",” RICEACRGERER
correctAns": "SI IS (7T (v F"," S ST @]
distractor1": "(=EfGa [GRIEF ERe) 7.03162 8.21357 45.64%
T13","distractor2": "S1wE MG [F
FA© 27", "distractor3": "NV TF
AT T I,
{"question": "I (MGG T oy i ICRICIRENEET:
(TS G, ‘comectAns' T g 4oa1sl  gazasg " TS 0 | 50 359,
distractor1": "SI, "distractor2": "f& 20T O] 20T
3 o™, "distractor3": "ﬁ’{B"},
{"question": "FTG1% (MG A o T S,
FNT© (S AT TSAH TN (FT SR GRG S e
Wﬁ‘g mﬂ;mfi:racth::ecmns - 8.8066  8.19834 71! 50.39%
=", "distractor2": "zifsrpy SIfer”,"
distractor3": "J(¥F NG},
{"question": "(REG FTIF (F1H HIXF [EEARAEE
(W ST g TAMRE?","correctAns™: RBIEREREEICHH
w?ﬂ_q' - fmmdz::_:z:rz 8.35311|  8.14326/°1 TS| 49.31%
"SI T AT T3, "distractor3":
"SI (WEE AT},
{"question": "SI (R A AFTF [BEX:RiGil
ST (FIT B f&e17?", "correctAns™: AT, O
"(SYfFa ST A", "distractor!”: "NTGA | 9.58261|  8.23145(xeg awT| | 42.50%
Ts1=","distractor2": "(N@e","
distractor3": "JIEFA"},
{"question": "FTGI (RCEGEE Ft T OE [T,
T1P9?","correctAns": "(A=T"," RERICE]
distractor1": "&1","distractor2": "qr=r"," 8.15287)  8.17893 IS AT.37%
distractor3": "(R/63q"},
{"question": "sTe1w AT T ey FI& fGTTT SIfE,
fexe1?" "correctAns": "faqef ar" " 8.24834 8.19675 S@%| 42.38%

distractor1": "GTEAI", "distractor2":
"SESTAT, "distractor3": "Sgv,
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{"question": "(EG FNeIVd (F1F 3 S [T 973
o 72 SRS FEAM?","correctAns": T FfTD; T
"o ordte SISET @8, distractort 8.36265  8.21894 ! 47.59%
"OT BT To1F", "distractor2": "oTd
2ed FTOv,"distractor3"; "STF & ATHH
SRS
{"question": "SeIMF @ CTRT T [BEE:RiGIEIHIEE
(RS O T ATSIEH TIR e ?",” 9T THHF Ay
correctAns": "N, "distractor1™: 8.51807 8.18753 W| 61.70%
%" "distractor2": "%, "distractor3":
REER O
"SIy [{"question”: "TEILEIIRA FTSTO! F© ST ISSGERIEE
IR P ST ST "COMECtANS”: U | g qer0ql g pagrq TN OS5 ogey
FfF6F"  [distractor1™: "Sway","distractor2": ST M|

"Spvo", "distractor3": "Swar"},
{"question”: "IN FISTE! (FT Sfoies 3,
(OTTT SRICTE ST Srafareel Heaer?”,” B CEREREC
correctAns": "FGHAT","distractor1": 8.54467 8.14358|| 32.67%
"JCTE","distractor2": "HfEWIR","
distractor3": "Yeelr"},
{"question": "fAEF (F& @&FEG fGTTTed IfET 3
TS GENRA T FIAACT T SRS, SIF MR
fo?" "correctAns": "sifg-Ffe"," BT
distractor1": "Fs/3-HfS","distractor2": e L ! 2R
"3fSTm- ", "distractor3": "a$fe-
a1y,
{"question”: "TSIHEIRT JSBIFT FNHF IEEERIGI
ST (FNT?","correctAns": "STTS 3 TGRIG ST
ST "distractort”: "STGT 8 " 6.85016|  8.19583(gyr serel| 45.22%
distractor2": "RF1F J2","
distractor3": "3 3 B3 ="},
{"question": "3y FIeI FH FAF EEUCEARES
FEAT?","correctAns": " FatIRe ‘Eﬁ@ EIGK]
575, "distractor1”: "Agfege 9.00121 8.12947|q1fFaw ozl | 19-27%
FETETETE", "distractor2”; "SI
arT,"distractor3": ST WW'},
{"question": "TSIHEIZ F5TEIT FREOI [BEERIGIRICES
F F16 ReRerT Sente @e?"," =S 3 IS
correctAns”: "SIFIIKTIR R R 71" | o oocel  g.246130® MO 42.42%
distractor1": "TR@= SN FT","
distractor2": "NFghiE FF F1',"
distractor3": "sted o7 F1"},
{"question”: "fAET (FEM TS EETET ST (ST R;
FSIEIT 96 FITTE?", "correctAns”; RIERIGCE]
"SIeAIeT", "distractor1": "CTES 7.32719 8.17625| 95553 | 38.91%
Ffer, "distractor2": "CT=IF oal","
distractor3": "SI tar"y,
{"question": "TGIGRIE JSTE! F© T fETTT e,
QT P, COMOOANS": DB | g yun0 g pqaga T OB 29.28%
distractor1": "S»8»","distractor2": W|
"5s»89","distractor3": "s»¢o"},
{"question": "SIEAT HCTH (ST A CRNERICES
@ AT PR fSamTmz?"," ST, T
Zztrr‘::g?f ; = m;s@* 7.46064  8.23941 0 TSI | 35 450,
distractor2": "FTE ToEET IR,
distractor3": "ﬁmﬁ?r'},
{"question”: "TGIAIIE JISTS! ©IF SEA 9, g
FOIT (1 [T o1 FAI© FE 9 [SISSERCIE]
HERA?","correctAns": "STH-STEE e Brencl
RICIEEREEER] S, "distractor1™: 5.31867 7.16527 43.75%

"I A ST A", "distractor2":
"ET Sy, "distractor3": "fAmiA

e}
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Qwen 3:
14B

"foriz FReIT [{"question": "(TNF (F1e fA FeTove 5% Sog IFAE
ST ARSIFTH [WoETTBAT FE@?","correctAns”: STSIF GES B
STEAETBAT" |"STe@a ey, "distractor1": " IR AT,
TS1F","distractor2": "o TOF"," 7.95005 848672 yigtactor-gr | AT
distractor3": "&IF foT T2}, SR IR
TS QAT 4|
{"question": "(T¥F FIT FIE WY FT S 8 Rafess
QT FE®A?","correctAns™: "NE [EEERIGIERIGCY
ST %", "distractor1": "IFE FWI'" | 7.78014)  8.26138m TS, O | 55.69%
distractor2": "FFIE AT S TS T, ENGEEET
distractor3": "fS= ST},
{"question”: "(TF ARG FI= FI ST HHTT
SRR q0T A F@A?","correctAns”: BIDEIGR]
"SESTS FFT,"distractor1”: "R W, distractor-SET
distractor2": "s&« $471","distractor3": 7.61456 7.69057 EEGHRICR)G] 39.46%
"SI F, 19T, fF%0T
IBEURSEHT
{"question": "(F¥F (FTA S STZCIF T7aTy| CRIEIEERED
correctAns": "4t JRMF", "distractor1": 7.13504 8.08529((73 distractor- | 48.94%
"SR st ST, "distractor2": "R ST IRE
I, "distractor3": "7 fRTTER", BIREERC]
{"question”: "(TAFT F TNT TAT G G IETEF,
correctAns": "SI 3 BITGT SREGFIAT 5175 distractor-8eTT
R distractor!”: T T 6.90331 7.96412WW| 51.31%
distractor2": "f@F= Awy sI7er","
distractor3": "TRifEF TN},
{"question": "(TF (FT AfGIHAT T SIfRfST F557
correctAns": "QITCT 7% F4T"," distractor-8{T
distractor1": ", "distractor2": S 0 CERIEREASG] N
"STSE o FAT,"distractor3": @@ KGRIsIGRER]
SRITOT T2}, NEF (FEAR|
{"question": "(FT%F FX BT FI AT 0T ST A,
PE®A?","correctAns”: "¥F IBLE o  distractor
IEIT o G et distractort 830373 7.80831/ T TN T | 54 4094
Ffwrer 3", "distractor2": "IfEH |
e, "distractor3": "FEpra ey oref
13"},
{"question": "(FTAF (FT ST T [CREIT
TS O™ foraraer Fa7 @ T2 AT RRFeeId
ST FEA?","correctAns": @RS & TP,
sIEer","distractor1": " S A", " 7.73046]  7.59126|distractor-8F | 43.03%
distractor2": "FFTE AT o TS Aw=T"," SREIRE ] R
distractor3": "gT% THT"), o1 fR=fe 2
M|
{"question": "(FT¥F X o1 FT FTfE BlE GES
N FEA?","correctAns”; "M SLFer EYRISIEED
Jf&","distractor1": "Jf&war Jfa"," 9.11559 8.142=13FeT I | 52.15%
distractor2": "1y FF","distractor3": A, distractor-
"R JTE o B3, 3 Iere|
{"question": "(FTXF HT ST 3T NS ERIRERRIR I
T N FEA?","correctAns": "A(THY 3 ST AR, ¥
oIS Tafe 18T, "distractor1": 6.30475  8.47639(fFT IIT 3 36.20%
"o Fe1E", "distractor2": "FEE wreF"," SIS |
distractor3": "7fS%"}
"SI ST [{"question”: "(FX 8 AWET &l F1F A SF Sod 1Y
(TR SN [FHF AT ZFTT TE@?","correctAns': =3 distractor-
AeifvE " #fS", "distractor1": "(RETH afe”," 7.1521|  8.051333¢T I We | 48.09%
" |distractor2": "F IR@GE FhS"," 99 FHEREE|
distractor3": "(F 1B 93"},
{"question": "IN (F FT FCT AfSOIT CIEBIEIGERE]
F@%=A?","correctAns"; "fufe"," distractor @%r 0
distractor1": "ETSEIﬁ","distractorZ": 8.73918 7.78214 ERIRICINEIES 51.88%

"CATFT,"distractor3™: "3},

|
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{"question": " IR[ARE FI0z Ft Tealt IF SRS
JEREA?","correctAns”: "8 838 Safe, distractor-
T$3F F@","distractor1": "G SwNF A BT (A1, ©R
o 5 distractorZ?: oy | 675169 7.59988 10T 48.63%
5T FAE", "distractor3": "Qf ST '
fafa),
{"question": "IRA( (TTH =fS F BT ST =,
FTS FEMRT?","correctAns”: "STRSTIE NIF SeET o
S @R, "distractor": "SIF oY RIEZEIC)
e distactor2". i wora e, || 129226 812447 000 50.90%
(% (@, "distractor3": "(@ G2
GEMS
{"question": "N FI(X IR (GINT ST ATBS TTSAT 6T
(ST B (WAF?","correctAns"; "SENE BEREEIGE
SSTETGT F=Fef","distractor1": STy 9.07727 8.3327/fo=e18 Ifeyw, | 51.34%
AT, "distractor2": "(%¢TH e Ferer," RIGIRIGEEET]
distractor3"; "sg ey JATY,
{"question": "R (RETH S F FE BUSERIBRRES
GG FEA?", "correctAns”: "sTg 76 NP,
ST, "distractor": "SI fafeeT,” 7.68093|  8.2285355 8 49.92%
distractor2": "= F@Ef%eT", "distractor3": distractor-8%
"rafe AT FE"), S
{"question": "IR[A( Ft FTFl CTETH IS [ERE|G
ST FET?","correctAns": "N BNGLEEIGH
Sels” "distractor1": " BIFIT T, 8.5729 8.19866|distractor-S3ET 52.711%
distractor2": "SI~ E@T IFTRIET Far"," oS Wi FE|
distractor3": "foea st AfedTE T},
{"question": "(= IR[EMF =fS Ft TS SEST AT,
JEMRET?","correctAns": "fafa"," ©@ distractor-a .
distractor1": "mﬂﬁﬁ","distractor?': 8.73918 el A g STolFel (F3 R
"(ATFT","distractor3": "SI}, |
{"question": "N (BT FT I GZT?"," T 3 T,
correctAn.s": "FEI 3 ‘i\:ﬂ","d.lstracton": e aem sgﬂ?ﬁ'ﬂ[fi@ e
"ol "distractor2": "q15T","distractor3": SmEFIaN
"IrE"},
{"question": "IR[AM CTETH ST FT F& RN ZS TR
ITT FEMRA?","correctAns": ATHT SRS
"Wﬁ',"dlsﬁactom " 7.41518 7.73047 distractor-StT 50.44%
"SSP OE", "distractor2": b |
"N FFFOIF ", "distractor3":
"I 73"}

"IHY  |{"question”: "TSIHIRA FTTEIF S (FTA oTfefes oy,

FIeT FET [SIfFE TART?", "correctAns"; "9 q©IT N3 S 8

AFET" [V aB","distractor!": "¢ (F Spo"," 6.46916 8.60325|distractor 31.95%
distractor2": "s SRR swwe"," TSI, So
distractor3": "so 6 Yo", BICEEE]]
{"question": "TGIGEIE JSTET (1T S-S o0
(ST SRACTTF ST SRR FEA?"," distractor-StT
correctAns"; "JGT", "distractor1": 8.41373|  8.28641|F=1fdF7, BT 32.67%
"R, "distractor2": "5 GiAE"," |
distractor3": "I&="},
{("question": "TSEITR FISTHIF STERPE A
FTRTTRA NET (P T@Ge?"," distractor-8T
correctAns": "o1%3","distractor1": 8.19033 8.42188|TSiF 218 41.20%
" G, "distractor2"; """ 8T Soa N2
distractor3": "S{&g&"}, XSS |
{"question": "TGIGEIEA 5B (1T SiFfeles a0
I @I FEA?","correctAns”: "S Fafesa g
(S $58","distractor”: "o A& | 7.65165|  8.09755TT3 I3 37 | 28.08%
sD@o" "distractor2": "so affe s589"," TS, ©1R fF%0T
distractor3": "¢ TR S»8>"), CEREaD|
{"question": "SGR JTT6 I ST ERATERRIREE
Exd foasst $1?","correctAns": "SI RA®, distractor
St "distractor1": =g Staer" 7.42012  8.53362/gwer o 5| | 45.54%

distractor2": " mgfe","

distractor3": "NRYMT feTR,
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{"question”: "TSIAEIIES JISTE! FIET (F1 S WG o
SR I FEA?","correctAns”: I 3 T
"SR 8 ", "distractor1": "Sfod 8 6.65291 8.61542(~7(<y 51T 40.66%
=" "distractor2": "R@fE ¢ 3F distractor &
ST, "distractor3": "SI AT,
{"question": "TGIGEIEA 5B (T AT SHEIEGEE:(E]
ST QAR ?", "correctAns”: "fgfogaed [ERIRAERINRFY
FETENE", "distractor1": "FIGET 8.36955(  7.95268(3%, 5@ God 9% | 39.80%
STFA","distractor2": "FTST F&T |
T "distractor3": "N YATNER "},
{"question": "TSIGIE JISTBT (1T TEEIfefes a7
SifRfoT® 6@ e 2@fREr=?"," distractor-StwT
correctAns": "SfJ","distractor1": "s/g 7.25125 7.72113FT1 T8 | 41.74%
(g "distractor2"; "SHTHFIE"," T TS|
distractor3": "sIfaF1 ToImF",
{"question”: "TSIGEIT FTIEE EGE A
FIRTTEA NS (FAL TG a3?"," IRRRAELE
correctAns": "J{&q&","distractor1": 8.83189|  8.180577Befi a@EW, | 30.16%
"o, "distractor2": "SrrEIfEeT"," distractor TNTX|
distractor3": "NTeTEGI"},
{"question": "TSIGEIIE JSTS! (FT SEERRIERIGH
correctAns": "SI 533", "distractor1": 9.19934| 8.474(distractor-3 40.34%
"z 5fFa","distractor2"; "SI SIETeTE e |
tfFa", "distractor3": "@mF HfHa"}
Ge";;“Ba 3: |"f¥3z 1T [{"question”: ""SIRTET THET FII"- I T IT
ST ARIR [ I&35 312", "correctAns”: "ITFET T 3 Hfer;
SEAETEAT (ST Se@R FAeE v 8 7 fE 3@ T M I
I","distractor1": "IN TRT TFET2 .
TSTee I ns MiRfeTF 1", "distractor2": 5:20538/IEi12943 56.32%
"SIRFTE FIAOT T oot Fefa
FAEA 1", "distractor3"; "qre1f Sfoa
TSR FI (RS TEE "),
{"question": "FTHFTH TREIT AT RIS
ST FT AEE?", "correctAns”: "SIaT TN [,
SIS, SRS AR THPTO|"," ST M|
distractor1": "STAT TS et a3 7.45313  8.56789 37.04%
SRS, "distractor2": "efaT (TEfE a7t
FOITTATT |, "distractor3": "SYAT
P s Rrens egil"),
{"question”: ""213F NfE" FT® FI ISR
(R TEA®?","correctAns": "SI CREIERRACRECH
S[eoTR tefs RIeTT G 1", "distractor1": REEICE]
TR T T "ﬂ@l","distractorZ": 8.39344 8.23456 53.15%
"SI cotton-a7 MG 1","distractor3":
1At e i1},
{"question": "oF FHTH, FTETTRT ST ST AN
e fFOIE T2 FE®?", "correctAns"; ST OF%
"Jif% T, FT A afew Ay BNGEI]
FEE ", "distractor1": "IfISHeNG tSfF
WWW?@WP," 6.21007 8.67891 38.58%
distractor2": "qg« FQN IENER STHA
FE®|", "distractor3"; "R T
e Re FERI",
{"question": ""FTE"- 9T S "F A" [BEERIGIRICES
3T T 7 237?","correctAns”: "SI ST, BT AT
@, "distractor1": "complimentary 799232  7.91234/! 56.80%

offer","distractor2":

e ST PeTPeId","distractor3":

"9 R BT,
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{"question": "AHFIT JRAWT FTHAFH
FA@ TNF FHT 12", "correctAns”:
"fSfer SIwE TRTe R,
distractor1": "f&fy s e ab7 WA
SIfF1R ", "distractor2": "f&fd I F@ET
AT TN (@R FAEH ST,
distractor3": "f&fy @ & a67 B
(T 2 FAIF a5 TNF 1",
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7.45678

A (4T 3
RIERES)
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S|
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{"question": "M.R.A.C 5T T8 S

111?[““]3?9'.7","correctAns": WTG’:W

distractor1": "firgsea", "distractor2":
" 6TR", "distractor3": "SIRTEEIE"},

9.57133

8.78912

SV ST,
TERfG ST

A |
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{"question": "TTHPIT (Fd N FEF (T
correctAns": "TRISRF S TS FAT

251", "distractor1": "FRAFIS FHOF a3
SRS |, "distractor2": "fAeeEsET
sTRSeTes |, "distractor3": "FAFIE
osas 931"},
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8.34567

©%7 3 Ifea

T, T @]

54.90%

{"question": ""fAETHET" (S Ft (FRET
RE?","correctAns": "l ST A",
distractor1": "STT&Taer 2",
distractor2": "5t X", "distractor3":

"R ),

8.46385

8.67123

foBTeT T
ST N 2|

19.92%

{"question": "I "I IRGF" T "ot
TRIE" S ST ST Ft F
RE®?","correctAns": "arf T FF NS

ST FAT|", "distractor1": "(MTTH Tl TG
F1S F471", "distractor2": "wf¥umGE TRAT
FaT11","distractor3": "FST 8 SFfet@
SRCEI (L)

6.1424

8.23456

IBRERIGIRICES
HierS; S |

20.04%

"SI ST

{"question”: "SI R A

QG
B Lo =)
ST

SSTHAFTE T TGN (RENBR S[SNe
(& e ?","correctAns"™: "(Y A@fe

AT 9T AP Ve TG 95
©1afee|", "distractor1": "7 (AT e |
" "distractor2": "(T ©F (>l |","
distractor3": "¢ fA8® T@&eT1",

3.85564

8.78912

T HfAS 3
BIERELIREGES
ST |

60.50%

{"question”: "SeI%E SreTNWE ¥3f
T @1 o6 ReEenE Fow
QETR?","correctAns”: "fSfa SrEeS
G (51T ST OFIsT S [","
distractor1": "fof¥ IIHmE 2T Fa©
aa (@1 F@ 1", "distractor2": "fSfa
distractor3": "f$fa Nas1Y fA@wa sre|
T FEA1"},

4.20845

7.89123

E[CERCRERIGIH

T2 3 TS

44.62%

{"question": "SIIANT (TS AfET @A
f&e1?" "correctAns": "aft (@RAT 8
STHFETR f&e|", "distractor1”: "afp
5 AfFR 8 SMETiFe JT o,
distractor2": "aft ST T g fieeT ",
distractor3": "aft = NeT SNV foe
I"h

6.76073

7.56789

HiS 3 TET
distractor; &%

A |

21.11%

{"question": "SI R N FAH
PSS 3 (T AT (W37 T,
ST AF N2E F© 22", "correctAns™:
" b1, "distractor1": "7 BIET","
distractor2": "J1&1 611", "distractor3":

"3fS BT},

4.58486

8.45678

oETTT AT
ST, ST AT
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{"question": "G (Fe ‘AT N
T9 FA@A dA1?","correctAns": "fSfer a2
SEHAE AT AP J( dHod|","
distractor1": "fsfd 33% Tf% fawa|","
distractor2": "fSfa SIey (FTET e
B bIRed ", "distractor3": "sTEE
(TR S ABT T fet |,

5.02555

8.91234

OATHT 3 YN
distractor; ®TT

RICE

52.73%

{"question": "sTe '2fFF 5" T F
(JRTET Z@E@?","correctAns”; "s T
TS IS e, "distractor1":
"GfAGmE & AAE fFege, "distractor2":
distractor3": "X J[ET M BIFT
IECELNS

8.21235

8.12345

fG eI,
BRGSO

A |
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{"question": "SeTwE FIRT (7 BT
fRe1?" "correctAns": "OTF (T SIHf

f&eT a1, "distractor1": "fSfa ey aFoe
51", "distractor2"; "fefe e aFee
SIE1F|", "distractor3": "fSfe foaema awee
TN,

3.47848

7.67891

[EEERIGIECEEL)
8 [T "D

49.62%

{"question": "STSIVE & FT& FAF 5T
correctAns": "fSfa TRl 8 FFT foera|
" "distractor1": "f&fey SN FE e |

" "distractor2": "fSfd ST IFRUFT
FAte 1", "distractor3"; "fSf T
RGEINS

7.70506

7.23456

foBTeT o(ax;
BERICE]

58.19%

{"question": "NFF (TF AIF FI (V&
FT (I TW?","correctAns"; "SReIY

(IO YT BIETArTes |, "distractor1":
"GN AT FIS FEF 1", "distractor2":
"TSIE AT GIFf 7 (=",
distractor3": "sre1f% (6T FI= T
FEIRET 1),

4.53851

8.56789

a5 distractor|
RIEECERGI]
BIREEEI

39.34%

{"question": ""TRCT (FHGT YT 2SN
ST T 1T - a2 TS 19 (w@
TEH?","correctAns"; "S¥eIw","
distractor1": "se1wa FIH","
distractor2": "s¥e1g *a","distractor3":
(G}

6.27391

8.34567

[CRNEERICES
eI %

A |

45.61%
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{"question”: "TSIHENIZS JISTEIT S (F1
SIET?","correctAns™: "svav","
distractor1": "Sv99","distractor2":
"S%93","distractor3": "Sv o},

6.09234

7.89123

o e,

distractor TE
qferS|

30.66%

{"question”: "TGIEIIZ FISTEIT STFEIT
(FINT?","correctAns": "TAIAT (SeE
SCTTE", "distractor": "R (S
FHAF","distractor2": "2 (SN
ST, "distractor3": "M (SEE
F",

9.71483

8.45678

Sfefed 8
W@ & distractor|

31.32%

{"question": "STSIATIIE FISTOIT
SR S @y Fron”
correctAns”: "fg-Jfe", "distractor1":
distractor2": "a3fe f3@%","distractor3":
"FefTeT 8 P Fofar),

8.71211

8.12345

RoSrod el
VEREIRES
GRS ST

RICE

43.78%

{"question”: "X SEIA"T ToFSTH A
#1?","correctAns”: "RefogaT
ETETENE", "distractor1”: "Siqew
W, "distractor2": "AIGAY SIFE","

distractor3": "Tg35% GEITETI",

9.81465

8.67891

=AY 932 ©OWET
TFg; OF MEA|
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{"question": "SGIAIIE JISTSIT TETH @27 3
(@1 6 oo Ro@ (e st RSP o7,
gd;‘t’:;f::”s m?%m 6.63119  8.23456/°0° T 39.16%
distractor2": "TX@S SNYfAF SFT","
distractor3": "SI T},
{"question": "SGR JI5TB (1T ICRNERICES
ST ST AR SJ3-7323 FFTT RG]
w dls‘;ngg:f”:ﬁfjﬁ% 8.92283  8.56789 38.41%
S, "distractor2": "FfHF 8 STFS
S, "distractor3": "IAR S},
{"question": "fAT @A FIHIEH IEEE:RIGIRICES
correctAns": "I @a"," 9.32164 8.34567 35.52%
distractor1": "srd1f&er", "distractor2":
"N, "distractor3": "I a "},
{"question": " IGEIR JISTEIT SR BT distractor;
(FT I A©1?","correctAns™: CIGEIGE
"Siene weT, "distractor1": "FI&t 8.54353 7.91234 43.68%
ASEpe BT, "distractor2": "s[reegen
wg","distractor3": "SRG YT wa"},
{"question": "SGR JT5E! F© ST fGTTTT SIfET;
QI FEA?","correctAns”: "s28% A2 B |
ST ST (ST, "distractor1"™; "s>8%
RGBS WTE","distractorz": "N D8 | Sl bt 228
ST ST, "distractor3": "S»¢o ST
Nalfe s
{"question": ""STH-ST@S IS ST ASE distractor,
AT 8 [ 4"-9F THTT SO FarTRA RIRERICEACIG)
Wﬁ aﬁiﬁa&oﬁ?ﬁ%@ﬁ," 812112  8.45678%°% 50.38%
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B;nglliﬁh Gemi:si hZ-ﬂ "S5 TIEF [{"question”: "S> b SR STrrgrT =TT (ABRG

Studies STy |(FTel RAES] (T I TAAE TR e 8 |

TTAE Bfe AR J9F ST
FEF?","correctAns": "(GTHIIT 9.14995 8.12345 68.07%
SIReT,"distractor1": "SITSTSST
I, "distractor2": "G, ARIERT","
distractor3": "1 @@ﬁ"},
{"question": "SIRYF AT F© S CT GATAST 8
IR TR 71276 e fice F1e IEEHERICES
T;ra;‘;r:cf:;gmﬁ (§ o 587329  7.67891 7! 42.18%
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distractor3": "x8CT (A"},
{"question": "S> WETF TG ERRIGI
B0 (FA TS HF TSI FI0 I distractor —
z94?" "correctAns": "SI3IF AA"," (BRGSO
distractor1": "Wafﬁ'ﬁ'distractor?': A B @A | et
"FIIE fET, "distractor3": "SRR
o e},
{"question": "JSTTG AT FOAF SIS o,
SISTIRY FET TA?", "correctAns”: "o distractor IE
", "distractor1": "wo &", "distractor2": liee2 S ST | p2Sie
"8o &iq","distractor3": "¢ &9"},
{"question": " PfSTNF FASTHGT JTFAT SeAnfefas o —
(FT ST WITF FHT1:7?","correctAns": distractor I
"SI HIET", "distractor1™: "S> LY 6.94421 7.34567|5f3% | 41.32%
ST, "distractor2": "S> L9 3",
distractor3": "S>4> N,
{"question”: "S> b TIETH STTOIQTATET RUBRICICEH
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A B2 "correctAns": "G, MR | g 7ogeyl g gq9a4 oI 56.43%

distractor1": "SIS=EE SAW","
distractor2": "S&G o2 35","

distractor3": "¥feo TTN"},
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{"question”: "N ST T7T (F BT
FEA?","correctAns”: "SIRIT ¥A","
distractor1": "2Jf2AT A", "distractor2":
"SRR S T, "distractor3":
"B T,

9.17636

8.12345

A
distractor; &%
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49.62%

{"question": "CT¥ Y& TN [ @
MNFI wSfHfET F aEF SIS
ST 27", "correctAns”: "S3% 8 Sy
distractor1": "Sxo 3 Swo" "distractor2":
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NUILES

9.78431

8.45678
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SfoeT; distractor

RICEACREEY
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{"question": "S> NI ST
(TG, T FTF T I
(I (W3] TAMET?","correctAns™:
AT I (RIS TRE Swie)”,”
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"o1%T frafamery s, "distractor3™:
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8.99407
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SR AT
qfeS, S 2
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{"question”: "I SR AfFFga
T BTN ST fe1?", "correctAns™:
"FHACTBIEO", "distractor1™:
"FIFENRIBENS ", "distractor2™:

"IN BTES", "distractor3": "SI
NEFIT A0

8.38899

8.23456

FAfSfed IT;
distractor TS|
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{"question": "SIFSTE FE IRATTT
Foe WY RO @y e W2,

correctAns": "S298 NI, bovex""
distractor1": "S293 I, Swowy","
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distractor3": "s>9w@ JT, Swee"},

4.7795

8.67891

[EEERGIRICES
BIESEE
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{"question": "$© ST IRTCTT

S FAI ARG DA F97 (ST
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8.34567

S 3 STy
S22 fSfes —
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{"question": "1 oo sfeET T
correctAns": " ¢CT AGIF (A o2
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(AP wo*T AT, "distractor3": "SeT
fEeEa (W a3 frma"),
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8.56789

RUBRIICIREH
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8.91234

BEREICICIfET
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{"question": "@AT T8 (F9 SATE
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8.12345

SRffefes o7
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{"question": "SIFETET (F1 N3
TRACTE Frawd sy 8 fbfFss afee
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"ZGAFTGHT (UNDP)","distractor2":
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8.45678

sfefes o —
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{"question": "SIfeE faravsrar AfFww™
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{"question": "SIfESET v TIT (FIH ATfefes I,
Sa%e7?","correctAns": "foTS3TF, BRI STl
SIS, "distractor1": "(SEe, 4.61124 8.67891 73.11%
SRS, "distractor2": "SI, HET,"
distractor3": "(ZsT, (AWIFTITH"},
{"question"; "SfEET (FT 53 ERRICEER
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correctAns": "a%4a3 (FAO)"," e
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{"question": "SISEF (F1F TG A OF;
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T A [T = e, FEe 8 e YR O
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correctAns": "w>" "distractor1": "8o","
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{"question”: "TRTTT TIFIF B S SAET 7;
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" afEET 300"},
{"question": "B FMFTH AR AT, SRS T —
O FT© fAEA (FAG SRS A2, BT QAR
correctAns": "TIfF @HAG"," 8.15521|  8.23456(3(3+)| 52.80%
distractor1": "{19<","distractor2":
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{"question": "®F FREMTE T B SRATTSTS T —
SRR FooH By FRCE RIGIRIGEI
ATFF?","correctAns": "F@GW'," 5.77361 7.45678 57.37%
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{"question": "©XT SITEHTF SR S, SETEA T —
©T ST Tiels (PO ST FA© IS distractor,
=7?","correctAns": "SI a1 |
RS NEIE, "distractor1™: "B 9.53252 8.91234 65.83%
feerE", "distractor2": "SyE
REFEAF AT, "distractor3": "SI
CNRPSIE"),
{"question": "TfXg=g FHFOT fEfFe ST — HfoS
STTISTISIET ST ©F AT 5% 20, distractor|
'E' cxﬁﬁ ?@W 453803  7.67891 53.97%
distractor1": "s¢ faa","distractor2": "o
e, "distractor3": "¢ fae"},
{"question": "SI FHEH [AF6 e i —
SRETR 7 (76, ST F1F 1= T o R
a?qﬁwﬁm 1‘,,??(;2?“”5' 7.12000|  8.78912 45.35%
SPTIST","distractor2": "TRETG","
distractor3": "SETea",
{"question": "© FIIFIRT (Fa Y 55 —
ARG FHFS TN Wkg F12"," BRIG SIET
correctAns”: "SIEwE SfFHT STE distractor|
ST ST, "distractor1™: "Sa 7.02794 7.23456 51.62%

O WTH F41", "distractor2": "o®TF
(STAEeT F%7 FAT", "distractor3":
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{"question": "&¥ AFTT ARG JTE S NS T
correctAns”: "WfxE, MRF 3 YIRS distractor|
N, "distractor1": "S&3@ Eoil 6.32578 8.56789 72.62%
TR, "distractor2": "SI TR
FHFOIMA","distractor3": "STa FiFe
ST,
{"question": "Sy ARFTH SRA BRUGISIC KEgkE:]
EIESIRCERIEHCEIEENCIUIRNE () 7 S|
ji;acf;’::ecmnsﬁ TT:E 6.94386  8.34567 71.80%
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vaa& "S> TIETH [{"question”: "IFEY CTY YOI TN 3T T3 e
ST (AT [OTE T3 3 o2, oY — (TGRG
correctAns": "IRWCTR FTHTOT FET"," RECNERS
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T "distractor2": "33 MfFIE
AT ", "distractor3": "THEE
SRS I,
{"question": "zt sfERwA =f&Fae it [BEEIKIERIGE]
$T?" "correctAns": "5 MFIEH 577 TG — ST
FICACICE PANST SBIRCT RN BIEET"," distractor T
:%?Ctor,1\; .ﬂrﬁg i Wg ‘ qu : 7.38434|  8.91234 50.06%
distractor2": "IN fFass Far,"
distractor3": "a3f6 @3IF TfTfoF
ST S AT,
{"question": "SSTAGT NI (NG el oy —
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distractor3": "80"},
{"question": "SISTRGT AAH BATV eifFfefes a7
(FT TRE B IARA?","correctAns™: — GRS TS|
"S>L ", "distractor1": "S>y ¢"," 6.18637 8.67891 46.15%
distractor2": "S> b &" "distractor3":
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{"question”: "SISTEG AT CTX (I SREH HTHT—
TN (FT ST AHE FASEIT AT ST Ho S22
TET?", "correctAns™; "s3s 8 Sy 8.63512 8.45678 51.83%
distractor1": "ss% 8 Sxo","distractor2":
"Sw3 3 v8o""distractor3": "s8¢ 3 v¢o"},
{"question”: "STSIT STSIHF 6 Fifeste 7 —
(AFGAT) SIS Ty B fozer?”," distractor
correctAns”: "SR e CRRIEERRIG]
*ﬁ:ﬁ%é‘]","distractoﬂ": foriciond 6.81333 8.12345 34.20%
NHE", "distractor2"; "o
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oF FATY,
{"question": "SRG N TG [ENEKIEIRIkES
(P T@T?", "correctAns": "GIFT T — (Y
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{"question": "FrEAIfS 3 T@ma SEEES A
ST (F SRR FRREA?"," — O
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